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ABSTRACT 

With the war on cancer declared almost fifty years ago, a mechanistic understanding of 

the processes underlying the duplication and segregation of DNA was long considered a useful 

area for the identification of druggable targets for therapy. Today, specific CDK4/6 inhibitors are 

among a new generation of therapeutics being broadly applied to the treatment of a variety of 

human malignancies. In vitro, many Rb-positive cell lines exit the cell cycle after CDK4/6 

inhibition into quiescence or senescence. The down-regulation of MDM2 drives CDK4 inhibitor-

induced senescence in many cell lines derived from multiple types of cancer. In well-

differentiated and dedifferentiated liposarcoma, the clinical success of CDK4/6 inhibitors was 

associated with loss of MDM2 protein after treatment.  

In my thesis work, I discovered that the decision of a cell to senesce in response to 

CDK4/6 inhibition follows the decision of cell cycle exit. This transition, which I called 

senescence after growth arrest (SAGA), is triggered in CDK4 inhibitor-induced quiescent cells by 

enhanced turnover of MDM2 protein. In cell lines, PDLIM7 can prevent MDM2 turnover in cells 

that remain quiescent, but is sequestered away from MDM2 by association with CDH18 in cells 

that undergo senescence. Remarkably, a retrospective analysis of a clinical trial for the CDK4/6 

inhibitor palbociclib revealed that progression free and overall survival were significantly 

extended in patients whose tumors were CDH18-positive prior to therapy. This supports the 

notion that SAGA contributes to the clinical efficacy of CDK4/6 inhibitors. 

In parallel, I used my discovery of SAGA to design a system where I could identify other 

transcriptional changes that occur as cells become senescent. Specifically, I created a cell line 

with stable integration of a doxycycline-inducible promoter that drives expression of MDM2. I 

showed that when treated with both doxycycline and a CDK4/6 inhibitor, these cells are growth 

arrested but cannot become senescent. Upon removal of doxycycline, MDM2 is turned over and 

the cells enter into senescence. The synchronous nature of this system allowed me to find that 

individual phenotypes of a senescent cell are temporally separated, and I uncovered distinct 
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transcriptional programs coincident with the acquisition of these hallmarks of senescence. One 

such finding was that a subset of the senescence-associated secretory program (SASP) is 

transcribed coincident with the occurrence of irreversible growth arrest. Knockdown of specific 

SASP factors, including ANGPTL4, prevented the induction of irreversible growth arrest if 

lowered in a quiescent cell. This work highlights the importance of understanding not only 

biological endpoints but also the specific transitions between such endpoints, and yields 

unprecedented insight into how cells enter into senescence after growth arrest.  
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CHAPTER 1: INTRODUCTION 

 

Mechanism of action of CDK4/6 inhibitors 

A brief history of cancer therapy 

Cancer is an ancient disease, with documentation from as early as 3000 BCE describing a 

tumor as a grave malignancy with no treatment [1]. While significant advances have been made, 

many of the earliest treatments developed, including aggressive surgeries and cytotoxic agents, 

are still the standards of care today [2, 3]. By 1970, as medicine was advancing and mortality 

rates from treatable and preventable diseases were dropping, cancer became, and remains today, 

the second leading cause of death in the United States [4]. This prompted the National Cancer Act 

of 1971, which signified the nation’s renewed commitment to the ‘war on cancer’.   

In the almost 50 years since, we have gained considerable understanding of the genetic 

and molecular basis of many types of cancer. Tumor growth and progression generally requires 

sustained proliferative signaling, loss of growth suppression, avoidance of immune destruction, 

replicative immortality, tumor promoting inflammation, invasion and metastasis, angiogenesis, 

resistance to cell death, and perturbed cellular energetics [5]. Underlying these activities are 

genome instability, DNA mutations, and epigenetic alterations.  

The identification of oncogenes and tumor suppressors, combined with revolutions in 

sequencing, has led to a significant increase in the number of targeted therapies that have been 

developed and employed in clinical trials for patients with druggable ‘driver’ mutations [6, 7]. 

Other clinical strategies aim to treat not just the tumor cell, but also the microenvironment by 

blocking angiogenesis, limiting inflammation, or harnessing the power of the immune system [8, 

9]. In all cases, it is clear that successful treatment of tumors will require knowledge of the 

molecular mechanisms underlying response in order to predict which patients will respond to 

treatment and to develop rational combination therapies that will yield maximal clinical benefit. 
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The importance of cyclin D-CDK4/6 in the cell cycle 

Due to the ability of tumor cells to evade growth suppression and maintain proliferation, 

a mechanistic understanding of the processes underlying the duplication and segregation of DNA 

was long considered a useful area for the identification of druggable targets for therapy. In the 

1990s, the cyclin/cyclin-dependent kinase (CDK) holoenzyme was identified as a key driver of a 

number of mammalian cell cycle transitions, and the first non-specific CDK inhibitors were 

evaluated in the clinic over the next ten years. Such pan-CDK inhibitors had limited success, due 

in part to dose limiting toxicities [10]. Today, specific inhibitors that target CDK4 and CDK6 

including palbociclib, abemaciclib and ribociclib are available. These have more limited 

toxicities, which allows for broad use to treat a variety of neoplasms. Currently, CDK4/6 

inhibitors are being employed both as single agents and in combination with signaling pathway 

inhibitors in numerous clinical trials to evaluate their efficacy (Klein et al, Cancer Cell 2018). An 

understanding of how these inhibitors exert their anti-tumorigenic effects will aid in determining 

how to use them effectively in the future. 

CDK4/6 activity bridges multiple extracellular signaling pathways to the cell cycle [11]. 

Both non-immortal non-transformed cells and many transformed tumor cells commit irreversibly 

to the mitotic cell cycle in the G1 phase. Commitment depends on the phosphorylation and 

inactivation of the retinoblastoma tumor suppressor protein, Rb. The growth suppressive 

properties of Rb are largely, but not completely, associated with its binding to the transcription 

factor E2F and repressing transcription at target promoters [12-14]. Phosphorylation of Rb 

destabilizes its interaction with E2F and other transcriptional regulators. In normal cells, the 

phosphorylation of Rb is typically carried out by the sequential actions of the CDK4 or CDK6 

kinases in complex with a positive regulatory D-type cyclin subunit, followed by cyclin E/CDK2 

complexes [15, 16]. Additionally, extracellular signals regulate the expression of cyclins and 

CDK inhibitors, like p16Ink4a, p21Cip1, and p27Kip1, the first of which inhibits the CDK4/6 kinases 

whereas the latter two inhibit the CDK2 kinase [11].    
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In virtually all human cancer cells, this circuit is dysregulated by either overexpression of 

cyclin D1, loss of p16Ink4a, the mutation of CDK4 to an Ink4-refractory state, or the loss of Rb 

itself [12].  This not only affects how the cell responds to extracellular signals, but also can affect 

the requirement for sequential ordered phosphorylation by the CDKs during inactivation of Rb. 

Importantly, while the viability of CDK4 null mice reveals that loss of CDK4 is dispensable for 

the proliferation of many cell types, crossing cancer prone models of mice into a CDK4 or cyclin 

D1 deficient background prevents or delays tumor formation, demonstrating the importance of 

this enzyme complex for tumor growth in multiple models [17-25]. This suggests that CDK4-

specific inhibitors might be beneficial for the treatment of a variety of tumors. 

 

CDK4/6 inhibitors: A trio of compounds with distinct advantages 

Palbociclib was the first CDK4/6 inhibitor to demonstrate clinical efficacy [26], and two 

others soon followed. Ribociclib is structurally similar to palbociclib, and abemaciclib is 

significantly less similar to either one (Table 1.1). In vitro studies using cyclin D1/CDK4 and 

various cyclin D/CDK6 kinase complexes determined that palbociclib has similar potency on 

cyclin D1/CDK4 and cyclin D2/CDK6 [27]. In contrast, abemaciclib and ribociclib are both more 

potent against CDK4 than CDK6 [28, 29]. Abemaciclib also has modest activity, relative to its 

CDK4 inhibitory activity, against cyclin T1/CDK9, cyclin E2/CDK2, p25/CDK5 and p35/CDK5 

[28] (Table 1.2).  However, these drugs are remarkably specific in their ability to inhibit the 

proliferation of Rb-positive tumor cells, but not Rb-negative tumor cells [30, 31], suggesting that 

these differences in the in vitro profiles may not correlate with their in vivo activity. 

All three CDK4/6 inhibitors are administered orally, but have differing pharmacokinetics 

(Table 1.1). Both palbociclib and ribociclib are dosed once daily whereas abemaciclib is dosed 

twice daily. Ribociclib is notable for achieving high maximum plasma concentrations (exceeding 

2 µg/mL) with a long half-life. This may translate to higher cerebrospinal fluid concentrations for 

ribocliclib compared to palbociclib and abemaciclib as noted in mouse models [32-34].   
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Table 1.1. Drug characteristics of CDK4/6 inhibitors 
  

!

 

 
 
 

Structure 
IC50 in cell 
free assay Cmax (nM) tmax (hr) t1/2 (hr) 

Kp,uu in 
mouse models 

Toxicities in 
phase 3 trials Dosing schedule 

Palbociclib 
(PD0332991)  

CDK4  
(11 nM) 
CDK6  

(15 nM) 

200-260 4-8 28 0.01 Neutropenia 

125 mg PO daily for 21 
out of every 28 days 
(in combination with 

hormone therapy) 

Ribociclib 
(LEE011)  

CDK4  
(10 nM) 
CDK6  

(39 nM) 

4,000-
7,000 2-5 30-50 0.12 Neutropenia 

600 mg PO daily for 21 
out of every 28 days 
(in combination with 

hormone therapy) 

Abemaciclib 
(LY2835219)  

CDK4  
(2 nM) 
CDK6  

(9.9 nM) 

500-600 4 
NR (21 hr 
for a single 

dose) 
0.03 

GI distress, 
neutropenia  
(not dose-
limiting) 

200 mg PO daily 
continuously 

(as a monotherapy) 

NR = not reported 
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Table 1.2. IC50 of CDK4/6 inhibitors in cell free assays   

!

 IC50 (nM) by cell free assay 

CDK family  
kinase complex Palbociclib Ribociclib Abemaciclib 

CDK4/CyclinD1 11 8 2 

CDK4/CyclinD3 9 NR NR 

CDK6/CyclinD1 NR NR 9.9 

CDK6/CyclinD2 15 NR NR 

CDK6/CyclinD3 NR 39 NR 

CDK1/CyclinB >10 µM >1.5 µM 1,627 

CDK2/CyclinA >10 µM >1.5 µM NR 

CDK2/CyclinE2 >10 µM >1.5 µM 504 

CDK5/p25 >10 µM >1.5 µM 355 

CDK5/p35 NR >1.5 µM 287 

CDK7/CyclinH1 NR >1.5 µM 3,910 

CDK9/CyclinT1 NR 1510 57 

References Fry et al 2004 Tripathy et al 2017 Gelbert et al 2014 
 
NR = not reported 
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Additionally, there are marked differences in the toxicity profiles of the inhibitors for 

reasons that are not completely clear. Grade 3-4 neutropenia is observed in approximately 60% of 

patients taking palbociclib and ribociclib [10, 35]. Abemaciclib appears to be better tolerated 

overall, with only 55% of patients experiencing severe adverse events (as compared to 70-80% 

with ribociclib and palbociclib), and only 21% have grade 3-4 neutropenia. However, 10% of 

patients treated with abemaciclib develop grade 3 diarrhea, which is very rare with the other two 

inhibitors [10, 35].  Due to the significant myelotoxicity of palbociclib and ribociclib, both drugs 

require dose-interruption and are administered on a three-weeks-on, one-week-off schedule to 

allow bone marrow recovery. In contrast, abemaciclib is dosed continuously.  

Preclinical studies of CDK4/6 inhibitors have evaluated their potential as a single agent 

in over 30 different cancer subtypes with diverse driver mutations (reviewed in [36]). In addition, 

their effectiveness in combination with targeted signaling pathway inhibitors and cytotoxic 

therapies is being evaluated in numerous clinical trials (Table 1.3). Pioneering trials have shown 

promising clinical efficacy for Rb-positive patients and led to approval for this class of 

compounds. However, there is a subset of patients that obtain no clinical benefit in each trial, and 

predictors of response have not emerged [10]. Therefore, to optimize clinical benefit with 

CDK4/6 inhibitors, it will be critical to determine the cellular mechanisms by which they act. 

 

The mechanism of action of CDK4/6 inhibitors may not be as simple as once thought 

The simplest explanation for the success of CDK4/6 inhibitors in the clinic is their ability 

to induce growth arrest. Hypothetically, all Rb-positive tumor cells treated with CDK4/6 

inhibitors could undergo G0-G1 cell cycle exit, leading to a cytostatic clinical response in all 

patients. In support of this model, intrinsic and acquired resistance to CDK4/6 inhibitors in vitro 

is often found to involve G1 bypass mechanisms such as non-canonical cyclin D1-CDK2 complex 

formation, amplification of cyclin E1, amplification of CDK6, loss of Rb, or loss of p16Ink4a [37-

41].  
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Table 1.3. List of ongoing clinical trials with CDK4/6 inhibitors in combination with one or 
more other therapies 

 Combination Dosing schedule Disease Phase Identifier 

Pa
lb

oc
ic

lib
 

Trastuzumab-DM1  
(HER2 antibody) 

Palbociclib days 5-18 (21 day cycle) 
Trastuzumab day 1 HER2+ breast cancer Ib NCT1976169 

Tucatinib (HER2i)  
+ Letrozole (aromatasei) 

Palbociclib days 1-21 (28 day cycle) 
Letrozole and Tucatinib days 1-28 

HR+, HER2+ breast 
cancer Ib/II NCT03054363 

Anastrozole (aromatasei)  
+ Trastuzumab  
+ Pertuzumab (HER2i) 

Palbociclib days 1-21 (28 day cycle) 
Anastrozole days 1-28 
Trastuzumab and Pertuzumab once 
every 21 days 

HR+, HER2+ breast 
cancer I/II NCT03304080 

Baxedoxifene (ER modulator) Not stated HR+ breast cancer Ib/II NCT02448771 

SAR439859 (ER degrader) Palbociclib days 1-21 (28 day cycle) 
SAR439859 days 1-28 ER+ breast cancer I/II NCT03284957 

GDC-0810 (ER downregulator) Palbociclib days 1-21 (28 day cycle) 
GDC-0810 days 1-28 

ER+/HER2- breast 
cancer I/II NCT01823835 

Gedatolisib (PI3K/mTORi)  
+ Fulvestrant (ER antagonist) 

Palbociclib days 1-21 (28 day cycle) 
Gedatolisib days 1, 7, 14, 21; 
Fulvestrant day 1 

ER+/HER2- breast 
cancer I NCT02626507 

Gedatolisib (PI3K/mTORi) Palbociclib days 1-21 (28 day cycle) 
Gedatolisib days 1, 7, 14, and 21 Solid tumors I NCT03065062 

Copanlisib (PI3Ki) + Letrozole 
Palbociclib days 1-21 (28 day cycle) 
Copanlisib days 1, 8, and 15; 
Letrozole days 1-28 

HR+, HER2- breast 
cancer Ib/II NCT03128619 

GDC-0077 (PI3Ki) + Letrozole Palbociclib days 1-21 (28 day cycle) 
GDC-0077 and Letrozole days 1-28 

PIK3CA mutant, HR+, 
HER2- breast cancer I/II NCT03006172 

AZD2014 (mTORC1/2i) 
+Fulvestrant Not stated ER+ breast cancer I/II NCT02599714 

Everolimus (mTORi)  
+ Exemestane (aromatasei) 

Palbociclib days 1-21 (28 day cycle) 
Everolimus and Exemestane days 1-
28 

ER+, HER2- breast 
cancer Ib/IIa NCT02871791 

PD-0325901 (MEKi) Palbociclib and PD-0325901 days 1-
21 (28 day cycle) 

KRAS mutant non-
small cell lung cancer, 
solid tumors 

I/II NCT02022982 

Binimetinib (MEKi) Palbociclib days 1-21 (28 day cycle) 
Binimetinib days 1-28 

KRAS mutant non-
small cell lung cancer I/II NCT03170206 

Neratinib (pan-ERBBi) Palbociclib and Neratinib days 1-21 
(28 day cycle) 

EGFR, HER2/3/4 
amplified/mutated 
advanced cancers 

I NCT03065387 

Ibrutinib (BTKi) Palbociclib days 1-21 (28 day cycle) 
Ibrutinib days 1-28 Mantle cell lymphoma I NCT02159775 

Erdafitinib (FGFRi)  
+ Fulvestrant 

Palbociclib days 1-21 (28 day cycle) 
Erdafitinib days 1-28; Fulvestrant day 
1 

ER+/HER2-/FGFR 
amplified breast cancer 1 NCT03238196 

Cetuximab (EGFRi) Palbociclib days 1-21 (28 day cycle) 
Cetuximab once weekly 

Squamous cell 
carcinoma of the head 
and neck 

II NCT02499120 

Sorafenib (RTKi)  OR  
 
Decitabine  OR  
 
Dexamethasone 

Palbociclib days 1-21 (28 day cycle);  
Sorafenib days 1-28 
Palbociclib days 1-7 (28 day cycle);  
Decitabine days 8-12 
Palbociclib days 1-21 (28 day cycle); 
Dexamethasone days 1-4 and days 
15-18 

Relapsed and 
refractory leukemias I NCT03132454 

Bicalutamide (anti-androgen) Palbociclib days 1-21 (28 day cycle) 
Bicalutamide days 1-28 AR+ breast cancer I/II NCT02605486 

Anastrozole (aromatasei) Palbociclib days 1-21 (28 day cycle) 
Anastrozole days 1-28 HER2- breast cancer II NCT02942355 

Tamoxifen (anti-mitotic) Palbociclib days 1-21 (28 day cycle) 
Tamoxifen days 1-28 

HR+, HER2- breast 
cancer II NCT02668666 

Cisplatin OR Carboplatin Palbociclib days 2-22 (28 day cycle) 
Cisplatin or carboplatin day 1 Advanced solid tumors I NCT02897375 

Carboplatin Palbociclib days 1-14 (21 day cycle) 
Carboplatin day 1 

Squamous cell 
carcinoma of the head 
and neck 

II NCT03194373 

5-FU (nucleotide analog)  
+ Oxaliplatin (platinum-based) 

Palbociclib days 1-7 (14 day cycle) 
5-fu/Oxaliplatin day 8 Advanced solid tumors I NCT01522989 

Bortezomib (proteasomei) Palbociclib days 1-12 (21 day cycle) 
Bortezomib days 8,11,15,18 Mantle cell lymphoma I NCT01111188 

Paclitaxel (anti-mitotic) Palbociclib days 1-21 (28 day cycle) 
Paclitaxel days 1, 8, 15 

Pancreatic ductal 
adenocarcinoma I NCT02501902 

Paclitaxel  Not stated Advanced breast 
cancer I NCT01320592 

Avelumab (anti PD-L1)  
+ Fulvestrant 

Palbociclib days 2-22 (28 day cycle) 
Avelumab once every two weeks;  
Fulvestrant day 1 

ER+/HER2- metastatic 
breast cancer II NCT03147287 
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Table 1.3. List of ongoing clinical trials with CDK4/6 inhibitors in combination with one or 
more other therapies 

 Combination Dosing schedule Disease Phase Identifier 

R
ib

oc
ic

lib
 

Trastuzumab (HER2 
antibody) 

Ribociclib days 5-18 (21 day cycle);  
Trastuzumab day 1 HER2+ breast cancer I/II NCT02657343 

LSZ102 (ER degrader) Not stated ER+ breast cancer I NCT02734615 

Everolimus (mTORi) Ribociclib days 1-21 (28 day cycle) 
Everolimus days 1-28 

Pancreatic 
adenocarcinoma I/II NCT02985125 

Everolimus + Letrozole All drugs days 1-28 (28 day cycle) Endometrial cancer II NCT03008408 

Everolimus Ribociclib days 1-21 (28 day cycle) 
Everolimus days 1-28 

Dedifferentiated 
liposarcoma and 
Leiomyosarcoma 

II NCT03114527 

Everolimus Ribociclib days 1-21 (28 day cycle) 
Everolimus days 1-28 Neuroendocrine tumors II NCT03070301 

Everolimus  
+ Exemestane (aromatasei) 

Ribociclib days 1-21 (28 day cycle) 
Everolimus + Exemestane days 1-28 

HR+, HER2- breast 
cancer I NCT01857193 

BLY719 (PI3Ki) + Letrozole Ribociclib days 1-21 (28 day cycle) 
BLY719 + Letrozole days 1-28 ER+ breast cancer I NCT01872260 

BLY719  OR  
BKM120 (pan-PI3Ki)  
+ Fulvestrant 

Ribociclib days 1-21 (28 day cycle) 
BLY719 or BKM120 days 1-28; 
Fulvestrant day 1 

ER+/HER2- breast 
cancer I/II NCT02088684 

Trametinib (MEKi) Not stated Advanced solid tumors I/II NCT02703571 

MEK162 (MEKi) Ribociclib days 1-21 (28 day cycle) 
MEK162 days 1-28 

NRAS mutant 
melanoma Ib/II NCT01781572 

LGX818 (RAFi) + MEK162 Ribociclib days 1-21 (28 day cycle) 
LGX818 + MEK162 days 1-28 

BRAF dependent 
advanced solid tumors I/II NCT01543698 

EGF816 (EGFRi) Not stated EGFR mutant non-
small cell lung cancer I NCT03333343 

Ceritinib (ALKi) Not stated ALK positive non-small 
cell lung cancer I NCT02292550 

Enzalutamide (anti-
androgen) 

Ribociclib days 1-21 (28 day cycle);  
Enzalutamide days 1-28 Prostate Cancer I/II NCT02555189 

Bicalutamide (anti-
androgen) 

Ribociclib days 1-21 (28 day cycle) 
Bicalutamide days 1-28 

AR+ triple negative 
breast cancer I/II NCT03090165 

Carboplatin 
+ Paclitaxel (anti-mitotic) 

Ribociclib days 1-4, 8-11, 15-18 (28 day 
cycle) 
Paclitaxel + carboplatin days 1, 8, 15 

Ovarian cancer I NCT03056833 

Paclitaxel Not stated Advanced breast 
cancer I NCT02599363 

Doxorubicin Ribociclib days 1-7 (21 day cycle) 
Doxorubicin day 10 

Advanced soft tissue 
sarcoma I NCT03009201 

Tamoxifen (anti-mitotic) Ribociclib days 1-21 (28 day cycle) 
Tamoxifen days 1-28 

ER+, HER2- breast 
cancer I NCT02586675 

Gemcitabine  
(nucleotide analog) 

Ribociclib days 8-14 (21 day cycle) 
Gemcitabine days 1, 8 Advanced solid tumors I NCT03237390 

Docetaxel (anti-mitotic)  
+ Prednisone 

Ribociclib days 2-14 (21 day cycle) 
Docetaxel and Prednisone days 1-21 Prostate cancer I/II NCT02494921 

PDR001 (anti-PD1 antibody)  
± Fulvestrant 

Ribociclib days 1-21 (28 day cycle) 
PDR001 days 1-28 

HR+, HER2- breast and 
ovarian cancer I NCT03294694 

A
be

m
ac

ic
lib

 

LY3023414 (PI3K/mTORi) Not stated Pancreatic ductal 
adenocarcinoma II NCT02981342 

LY3214996 (ERK1/2i) Not stated Advanced solid tumors I NCT02857270 
Ramucirumab (anti-
VEGFR2) 

Abemaciclib days 1-28 (28 day cycle) 
Ramucirumab days 1, 15 

Advanced solid tumors 
and lymphoma I NCT02745769 

Xentuzumab (IGF1/2i) Abemaciclib daily, Xentuzumab once a 
week 

Advanced solid tumors, 
HR+ breast cancer I NCT03099174 

LY3039478 (Notchi) Both drugs daily Advanced solid tumors Ib NCT02787495 
Exemestane (aromatasei)  OR 
Exemestane + Everolimus  
OR 
LY3032414 + Fulvestrant  OR 
Letrozole (aromatasei) OR 
Anastrozole (aromatasei) OR 
Tamoxifen (anti-mitotic) OR 
Trastuzumab (HER2 
antibody) 

All drugs daily Metastatic breast 
cancer Ib NCT02057133 

Anastrozole OR Letrozole All dugs daily HR+, HER2- breast 
cancer III NCT02246621 

Tamoxifen Both drugs daily HR+, HER2- breast 
cancer II NCT02747004 

Premetrexed (anti-folate) OR  
Gemcitabine OR  
Ramucirumab OR  
LY3023414 OR  
Pembrolizumab (PD-1i) 

Abemaciclib daily (21 day cycle) 
Premetrexed day 1 
Gemcitabine days 1, 8 
Ramucirumab days 1, 8 
Pembrolizumab day 1 

Non-small cell lung 
cancer I NCT02079636 
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Similarly, mutations in p16Ink4a, up-regulated expression of cyclin D1 or other D-type 

cyclins, and upregulation of CDK4 or CDK6 in cell lines and xenografts can be linked to intrinsic 

and acquired resistance to signaling pathway inhibitors against estrogen, RAF, EGFR, PI3K, and 

others [42-44].  In some of these models, resistance can be overcome or delayed by combining 

CDK4/6 inhibitors [45-49]. Thus, one explanation for the increased therapeutic efficiency of 

combining CDK4/6 inhibitors and targeted therapies is through enforcing a more durable cell 

cycle exit (Figure 1.1).  

However, not all Rb-positive tumors respond to CDK4/6 inhibition in the clinic. Multiple 

trials investigating CDK4/6 inhibitors as a single-agent or in combination with anti-hormone 

therapies and signaling pathway inhibitors have consistently shown that while a subset of patients 

achieve durable clinical responses, there is always a group of patients that do not respond [35, 50-

54]. This is the case in well-differentiated and dedifferentiated liposarcoma, where approximately 

a third of patients progress in the first 12 weeks while on palbociclib, despite evidence that Rb 

phosphorylation is lost in the tumor after drug treatment [55-57]. Furthermore, if cytostatic cell 

exit was the only mechanism of action, it would follow that the avenues of resistance seen in cell 

lines would be able to predict clinical outcome in patients. Yet no such correlation between the 

expression of cyclin D, cyclin E, or p16 and clinical response has been seen in patients in clinical 

trials with any of the three CDK4/6 inhibitors [58, 59]. Recently, analysis of 560 endometrial 

cancer cell lines revealed a profile of cyclin D activation that correlated with sensitivity to 

CDK4/6 inhibitors in vitro [41]. It remains to be determined if such a profile will have improved 

success over individual markers at identifying patients that will respond clinically. However, 

failure thus far to identify a cell cycle related biomarker suggests that CDK4/6 inhibitors may be 

acting in more complex ways than solely enforcing cytostatic growth arrest. Recent investigations 

from several groups and the work I present in this thesis provide alternative mechanistic 

explanations for the clinical activity of CDK4/6 inhibitors.  

 



	
   10 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Figure 1.1. Cytostatic growth arrest after CDK4/6 inhibition 
When combined with signaling pathway inhibitors, a more durable cell cycle exit or cytostasis 
can be achieved by directly and indirectly repressing the accumulation of the D-type cyclins and 
blocking the activity of CDK4/6.   
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CDK4/6 in the tumor microenvironment 

Our understanding of the relationship between cancer cells and the supporting cells that 

create a tumor microenvironment has significantly advanced during the last 10 years. The 

extraordinarily complex microenvironment is not only supportive for tumor growth but also can 

drive the transition of slow growing, indolent tumors into a more aggressive state. 

The importance of CDK4 activity within the microenvironment was first demonstrated by 

crossing an RCAS-PDGF/nestin-TvA mouse model of oligodendroglioma into a CDK4 deficient 

background [60]. CDK4 is required for the proliferation of the tumor cells; however, 

reconstituting incipient CDK4 deficient tumor cells with CDK4 expression vectors is not 

sufficient for tumors to progress to a more aggressive state when the rest of the animal is CDK4 

deficient. The lack of progression in this model is associated with a defect in the maturation of 

tumor-associated microglia, which remain in a sentinel mode in the absence of CDK4. Thus, 

CDK4 is required for both the proliferation of tumor cells and for the maturation of the tumor 

microenvironment, and both functions are necessary for the progression of disease in this model. 

Recently, in a variety of breast cancer models, including patient-derived xenografts and 

an MMTV-HER2 mouse, it was demonstrated that both abemaciclib and palbociclib induce 

growth arrest and up-regulation of antigen processing and presentation in tumor cells [61]. 

Consistent with this, the number of CD3+ cells recruited into the tumor mass increases after 

treatment, allowing for the stimulation of cytotoxic T-cell lymphocytes. Additionally, CDK4 is 

necessary for the development of CD4+FOXP3+ regulatory T-cells that can suppress cytotoxic T-

cell responses. In both tumor bearing and non-tumor bearing animals, CDK4 deficiency is 

associated with a reduced number of infiltrating and circulating CD4+FOXP3+ regulatory T-cells 

with minimal impact on other T-cell subsets [61, 62]. Thus, by enhancing the antigenicity of the 

tumor cell and suppressing the negative regulatory cells, one can achieve a substantial effect on 

tumor growth by using CDK4/6 inhibitors (Figure 1.2). 
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Figure 1.2. CDK4/6 inhibitor induced immunologic changes 
CDK4/6 inhibitors can directly affect the proliferation or maturation of cells resident in the tumor 
microenvironment and enhance the immunogenicity of tumor cells. 
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The impact of CDK4/6 inhibitors on cellular metabolism 

It has long been recognized that cell division is coordinated with metabolic state. Several 

non-Rb targets for CDK4/6 have been identified in the metabolic machinery. For example, 

phosphorylation of AMPKα2 by CDK4 is associated with increased glycolysis and decreased 

fatty acid oxidation in mouse embryonic fibroblasts [63]. In contrast, CDK4 phosphorylation of 

GCN5 can lead to acetylation of PGC-1α and decreased glucose metabolism in hepatic cells [64]. 

There is some evidence that changes in metabolic pathways may underlie the success of 

CDK4/6 inhibition in vitro (Figure 1.3). Inhibition of CDK4/6 with any of the three drugs in 

pancreatic ductal adenocarcinoma cell lines alters glycolytic and oxidative metabolism leading to 

an increase in reactive oxygen species (ROS) in an Rb-dependent manner [65]. Combining 

CDK4/6 inhibition with an mTOR inhibitor, a BCL2 inhibitor, or reducing reactive oxygen 

species scavengers drives these cells into apoptosis, whereas treatment with single agents alone is 

not sufficient.  

In T-cell acute lymphoblastic leukemia, inhibition of CDK6 or genetic repression of 

cyclin D3 induces apoptosis [24, 66, 67]. These cells express low levels of cyclin D1, cyclin D2, 

and CDK4, and the proliferative decision is dependent upon cyclin D3 and CDK6 [68, 69]. The 

cyclin D3/CDK6 kinase complex can phosphorylate 6-phosphofructokinase and pyruvate kinase 

M2 [69]. This has the effect of pushing glycolytic intermediates into the pentose phosphate and 

serine pathways, and inhibition of CDK6 (through treatment with palbociclib, ribociclib, or 

knockdown of CDK6) depletes the antioxidants NADPH and glutathione, increasing the 

concentration of ROS and triggering apoptosis.  

While both of these mechanisms share the end result of increased glycolysis, the 

consequences are not uniform. It is likely that changes in metabolism after CDK4/6 inhibition 

will be context-specific and may be dependent on the oncogenic drivers that set up unique 

metabolic pathways and concurrent vulnerabilities. 
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Figure 1.3. Metabolic consequences of CDK4/6 inhibition 
CDK4/6 inhibition can alter the metabolic state of tumor cells, leading to an increase in reactive 
oxygen species and apoptosis.   
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The outcome of CDK4/6 inhibition can be quiescence or senescence 

When cells exit the cell cycle from G1 they can quiesce, senesce, or apoptose. Several 

groups have looked at the terminal fate of cells treated with CDK4/6 inhibitors in vitro. 

Depending on the cell type and the transforming event, many Rb-positive cells undergo 

quiescence or senescence (Figure 1.4) [24, 25, 57, 66, 70, 71]. Much of the work characterizing 

cell fate after CDK4/6 inhibition was performed in mouse models where each tumor type has 

only one outcome (i.e. quiescence or senescence). The underlying differences in driver mutations 

and tissue type specificity have made it difficult to understand what contributes to the choice 

between these different cell states. 

Unlike apoptotic cells, quiescent and senescent cells remain alive and metabolically 

active. Quiescence is defined as a state of growth arrest that is readily reversible, whereas 

senescence is a more permanent form of growth arrest, and cells cannot return to the cell cycle 

once the inducing signal is removed. These two states are similar in that they both display a loss 

of BrdU incorporation and reductions in cyclin A and phosphorylated Rb (all markers of cell 

cycle progression). Senescence is further identified by a number of markers (see Defining 

Senescence), but quiescent cells are more difficult to identify, in part because they do not have 

many changes in morphological characteristics compared to their cycling counterparts [72]. 

While some studies use acridine orange staining to identify quiescent populations based on a 

lowered RNA content [73], it is clear that quiescent cells, like senescent cells, have distinct 

expression changes, including increased expression of several genes [74]. Unlike quiescent cells, 

senescent cells will not return to the cell cycle following removal of the inducing signal and are 

generally refractory to other proliferation-inducing signals [75]. Given the differences in the 

permanence of the cell cycle arrest, it has been proposed that senescence is a favorable clinical 

outcome compared to quiescence, though this has never been directly tested. Therefore, one 

mechanism that could underlie differences in response to CDK4/6 inhibition in vivo is the 

outcome of growth arrest, vis a vis quiescence or senescence. 
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Figure 1.4. Possible outcomes of cell cycle exit 
Multiple studies have shown that CDK4 inhibition can drive exit from the cell cycle into 
senescence or quiescence depending on tumor type. Of note, well-differentiated/dedifferentiated 
liposarcoma was the first disease where it was shown that this fate decision is not just cell type 
dependent as some cell lines derived from the same tumor type senesce while others quiesce.  
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Cellular Senescence 

Defining senescence 

Senescence was first described by Leonard Hayflick in the 1960s after he observed a 

tissue culture phenomenon where non-immortalized and non-transformed cells stopped dividing 

after a finite period of time [76]. Senescence is now appreciated as a critical in vivo phenomenon 

with consequences in development [77, 78], aging [79] and disease [75, 80] (Figure 1.5). 

Senescent cells remain transcriptionally and metabolically active and are impervious to the cell-

cycle promoting effects of extracellular growth signals. However, studies on the inducers and 

consequences of senescence are limited by a lack of markers that can be used to identify a 

senescent cell in vivo, and the definition of a senescent cell is often controversial [81-84]. Thus, 

to define a cell as senescent, investigators typically demand that it accumulates two or more 

specific assayable characteristics. These include the accumulation of senescence-associated beta-

galactosidase (SA-β-Gal), changes in chromatin including the formation of senescence-associated 

heterochromatic foci (SAHF), the accumulation of the p16Ink4a CDK inhibitor, an increase in 

DNA damage foci and reactive oxygen species, and retrotransposon activation. However, none of 

these markers are unique to senescent cells and not all senescent cells express each of these 

markers. Additionally, no panel of markers has been successfully utilized in vivo in order to 

identify and study populations of senescent cells [84].  

It has become widely accepted that the strictest definition of senescence, and the way in 

which a senescent cell can be functionally distinguished from other non-cycling cells, is: (1) they 

fail to return to the cell cycle when the signal that induced their exit is removed, (2) they secrete a 

collection of cytokines, proteases and growth factors that can lead to inflammation known 

collectively as the senescence-associated secretory program (SASP) [85], and (3) they are 

relatively more resistant to apoptotic stimuli [86, 87]. However, these hallmarks are also fraught 

with issues when it comes to using them to identify senescent cells in vitro and in vivo. For 

instance, when surveying tissues, one cannot determine if a cell will return to the cell cycle, and 
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Figure 1.5. Keywords associated with publications pertaining to senescence 
Scopus was queried in December 2017 for publications with the key word ‘senescence’ and either 
‘aging’, ‘cancer’, ‘disease’, ‘development’, or ‘cell cycle’. The number of articles with matching 
keywords is shown as a percent of total articles in the query. The ‘disease’ query specifically 
excluded results that also contained ‘cancer’. Results included cardiovascular, metabolic, and 
cognitive diseases. 
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the precise genetic and molecular signature of the inflammatory program is typically cell type and 

signal specific [88-90].  

 

Pathways into senescence 

Many physiologic triggers of senescence have been identified in both primary non-

transformed cells and cancer-derived transformed cell lines (Figure 1.6). In non-transformed 

cells these include telomere attrition [91, 92], irreparable DNA damage or oxidative stress [93, 

94], and the expression of oncogenes that drive inappropriate proliferation [95]. Additionally, 

senescence can be induced in transformed cancer cells by stressors that drive either a G1 or G2 

cell cycle arrest, including irreparable DNA damage [96] or CDK4 inhibition [57, 71, 97].   

 Each of these stimuli is propagated along molecular pathways that drive senescence. 

Many of these pathways involve proteins that also regulate the cell cycle and DNA damage 

response, including p53/p21, p16/Rb, and ATM/ATR (Figure 1.6) [98]. The diverse cellular 

functions of these pathways have made it difficult to separate their involvement in senescence 

from their roles in cell cycle exit. Such overlap also complicates studies whose aim is to 

understand why a cell would exit into senescence instead of one of the other possible G0-G1 fates, 

as manipulating their expression will toggle response between senescence and continued 

proliferation rather than another arrested state.  

 The decision between senescence and apoptosis may be based in part on the amount and 

duration of stress exposure. For example, treatment with low concentrations of doxorubicin will 

induce senescence, while treatment with high concentrations will drive apoptosis [99, 100]. p53 

dynamics might underlie some of this difference. Cells that induce p53 accumulation faster or see 

p53 in a sustained fashion will apoptose, whereas cells that see p53 in a pulsatile fashion fail to 

apoptose despite reaching similar total levels of p53 expression [101-103]. Nevertheless, the 

amount of the signal is not necessarily sufficient as reactivation of p53 to similar levels can drive 

senescence or apoptosis in vivo depending on tumor type [88, 104]. In this case, differences in  
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Figure 1.6. Triggers of senescence  
Depicted are stimuli that can prompt a cell to enter into senescence and the best established 
molecular drivers of each. 
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outcome may be steered by promoter availability/selectivity of p53, or the tissue specific presence 

of additional p53-interacting proteins [105]. Alternatively, it is worth considering that some 

environments are permissive for one outcome and not the other. For example, the expression of 

BCL-2 or inhibition of caspases can cause a switch from apoptosis to senescence in response to 

DNA damage [100, 106].  

 In the case of CDK4/6 inhibitors, studies of p53 and cellular response to stress can 

provide a paradigm for thinking about differences in cell fates, but are not directly applicable as 

the senescence pathway is both p16 and p53 independent [57, 71, 97]. In my thesis work I 

hypothesized that one way to tease apart the decision between quiescence and senescence is to 

use cell lines that are genetically similar but have different outcomes in response to CDK4/6 

inhibition, preferably in a disease where there is patient material available to test if these 

mechanisms are clinically relevant. 

 

Thesis Objectives 

Prior work in the Koff lab identified that a subset of well-differentiated and 

dedifferentiated liposarcoma (WD/DDLS) cell lines undergo senescence after CDK4/6 inhibition, 

while the remaining cell lines undergo quiescence. Furthermore, senescence is driven by a 

reduction in MDM2 protein levels. Therefore, I proposed that these cell lines provided an 

opportunity to determine what underlies the decision to undergo senescence or quiescence. 

In chapter three of this thesis, I identify the molecular mechanisms that control MDM2 

regulation, including dissociation of the deubiquitinase HAUSP, localization of the PDZ and LIM 

domain containing protein PDLIM7, and expression of the type II cadherin CDH18. Furthermore, 

my discovery that CDH18 expression correlates with response to palbociclib treatment in patients 

with WD/DDLS establishes that this pathway is a clinically relevant mechanism for CDK4/6 

inhibitor response.  
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In chapter four, I show that quiescence and senescence are not an either/or decision as 

was first thought, but rather a sequential pathway where quiescent cells decide whether or not to 

progress into senescence. I have termed this transition senescence after growth arrest or SAGA. 

Furthermore, I discuss how the conceptual breakthrough of SAGA allowed me to develop a 

cellular model system in which phenotypic changes can be evaluated as cells enter into 

senescence in a synchronous manner.  

Finally, in chapter five, I demonstrate how this system can be used to evaluate the 

transcriptional changes that occur as cells progress through SAGA and I identify elements of the 

senescence-associated secretory program that are necessary for irreversible growth arrest. 

Collectively, my research maps a new biological transition and yields unprecedented insight into 

how cells enter into senescence after growth arrest. 
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CHAPTER 2: MATERIALS AND METHODS 

 

Cell lines 

The well-differentiated and dedifferentiated liposarcoma (WD/DDLS) cell lines used in 

this thesis were generated by Samuel Singer’s lab and have previously been described [57, 107]. 

The non-small cell lung cancer (NSCLC) cell lines used in these studies include H1975 (ATCC 

CRL-5908) and H358 (ATCC CRL-5807). All the cell lines were characterized for their response 

to CDK4 inhibition [57, 108]. All cell lines were maintained in complete media containing 

Dulbecco’s Modified Eagle’s medium with high glucose (4,500 mg/L) supplemented with 10% 

heat inactivated fetal bovine serum (unless otherwise indicated) and 2 mM L-glutamine. 

 

Lentivirus constructs 

Lentivirus vectors were generated in HEK293T cells by triple transfection with the vector 

of interest, psPAX2, and pMD2.G [57]. Infected cells were selected using puromycin (1 µg/mL) 

or blasticidin (3 µg/mL) as appropriate. Short hairpin RNAs (shRNA) were delivered in the 

pLKO.1 vector (Open Biosystems). shRNA sequences are contained in Table 2.1. 

 

Real-time quantitative PCR 

RNA was extracted from cells using the QIAGEN RNeasy kit per manufacturer’s 

instructions. Complementary DNA (cDNA) was synthesized from 1 µg of each RNA sample 

using the One Taq RT-PCR Kit and oligo-dT primers (New England BioLabs). cDNA was 

diluted 1:5 and 1  µL was used per reaction for real-time quantitative PCR (RT-qPCR). RT-qPCR 

was performed by using 400  nM of each forward and reverse primer and SYBR Green PCR 

Master Mix (Life Technologies). RT-qPCR was performed on Viia 7 Real-Time PCR System 

(Thermo Scientific). Primer sequences are contained in Table 2.2. 
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Table 2.1. shRNA sequences 

Gene Gene ID Clone ID Sequence 
MDM2   4193 TRCN0000003380 CTCAGCCATCAACTTCTAGTA 

HAUSP 7874 
TRCN0000004057 CCAGCTAAGTATCAAAGGAAA 
TRCN0000010845 CGTGGTGTCAAGGTGTACTAA 

PDLIM7 9260 
TRCN0000161061 GCGAGACTATGAGAAGATGTT 
TRCN0000166638 CGTCTGTGCGATATGTCAGAT 

CREBBP 1387 
TRCN0000006485 CCCGATAACTTTGTGATGTTT 
TRCN0000006486 GCTATCAGAATAGGTATCATT 

P300 2033 
TRCN0000039884 CCAGCCTCAAACTACAATAAA 
TRCN0000039886 CCCGGTGAACTCTCCTATAAT 

PRKCD 5580 
TRCN0000195598 CGGCATGAATGTGCACCATAA 
TRCN0000195408 CAGAGCCTGTTGGGATATATC 

NEDD4-1 4734 
TRCN0000007550 GCCTTTCTCTTGCCTGCATAT 
TRCN0000007554 CGGTTGGAGAATGTAGCAATA 

ANGPTL4 51129 
TRCN0000155024 GAGAGGCAGAGTGGACTATTT 
TRCN0000150798 GCAGAGTGGACTATTTGAAAT 

IGFBP3 3486 
TRCN0000072509 CCTCCATTCAAAGATAATCAT 
TRCN0000072511 CCAGCGCTACAAAGTTGACTA 

IGFBP7 3490 
TRCN0000080109 CCTCATCTGGAACAAGGTAAA 
TRCN0000077944 GCTGGTATCTCCTCTAAGTAA 

PLAT 5327 
TRCN0000050913 CCGCTGCACATCACAACATTT 
TRCN0000050917 GCTGGGAAGTGCTGTGAAATA 

CDH1 999 
TRCN0000237844 ACACCCGGGACAACGTTTATT 
TRCN0000237840 ATACCAGAACCTCGAACTATA 
TRCN0000237841 AGATTGCACCGGTCGACAAAG 

CDH2 1000 
TRCN0000312701 GTGCAACAGTATACGTTAATA 
TRCN0000053978 CCAGTGACTATTAAGAGAAAT 
TRCN0000327707 CCAGTGACTATTAAGAGAAAT 

CDH3 1001 
TRCN0000054018 CCCAGATGAAATCGGCAACTT 
TRCN0000054021 CCTACCAGGTACTTCTGTGAT 
TRCN0000054022 CAGCTCTGTTTAGCACTGATA 

CDH4 1002 
TRCN0000054059 CGACCTGTACATCTACGTCAT 
TRCN0000054060 CACGTCCATCATCAAAGTCAA 
TRCN0000054062 CCAGATCTATCTCATTGACAT 

CDH5 1003 
TRCN0000054089 CCTCACGGATAATCACGATAA 
TRCN0000054090 CGTGGATTACGACTTCCTTAA 
TRCN0000054091 CCGCAATAGACAAGGACATAA 

CDH11 1009 

TRCN0000054335 GCGCCAAGTTAGTGTACAGTA 
TRCN0000054336 CCACTTTCCAACCAGCCAATT 
TRCN0000094829 GCCAGCTTAAACCCATACAAT 
TRCN0000054334 CCGTGAGAACATCATTACTTA 
TRCN0000054333 GCAGATTTGTATGGTTCCAAA 

CDH12 1010 
TRCN0000055505 GCTGGGCAACAATTCTCCTTT 
TRCN0000055506 GCAGGCAGCAAGAGTTGTATT 
TRCN0000055507 GCAGACATGTTTGGCGAAGAA 

CDH15 1013 
TRCN0000055568 CGACTTCATCAATGATGGCTT 
TRCN0000055569 CCTTCGAGACAATGTCCTCAA 
TRCN0000055571 CTGTGAACACTACGAACTCAA 

CDH16 1014 

TRCN0000055616 CTCTGCAAGAACCTCAGTTAT 
TRCN0000055615 CCTGGTGATCCACTTCCTAAA 
TRCN0000055614 CCTGGTAGCAATAGGAATCTT 
TRCN0000055617 CCCTTTATACCTGACCAAGTT 

CDH18 1016 

TRCN0000055704 GCCAGGGAATATGATATTATT 
TRCN0000055705 CCTGCCTGTAAATCCAAACTT 
TRCN0000055703 GCTGGGACTATATTTATCATT 
TRCN0000055706 CGACACAATCAGACCAGGATT 
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Table 2.2. Primer sequences for RT-qPCR analysis 

Gene Forward Primer Reverse Primer 

HAUSP CCCTCCGTGTTTTGTGCGA AGACCATGACGTGGAATCAGA 

PDLIM7 CAGAGCCGCACCTCCATTG TGGTGACACACGGGAGTCT 

CREBBP  CCTGCCACGTCACAGACTG GGCCAGAGTTACTATTGAGGAGG 

P300 GCTTCAGACAAGTCTTGGCAT ACTACCAGATCGCAGCAATTC 

PRKCD  GTGCAGAAGAAGCCGACCAT CCCGCATTAGCACAATCTGGA 

NEDD4-1  TCCAATGATCTAGGGCCTTTACC TCCAACCGAGGATCTTCCCAT 

ANG CTGGGCGTTTTGTTGTTGGTC GGTTTGGCATCATAGTGCTGG 

ANGPTL4 GGCTCAGTGGACTTCAACCG CCGTGATGCTATGCACCTTCT 

BMP6 TGTTGGACACCCGTGTAGTAT AACCCACAGATTGCTAGTGGC 

CCL20 TGCTGTACCAAGAGTTTGCTC CGCACACAGACAACTTTTTCTTT 

CSF1 TGGCGAGCAGGAGTATCAC AGGTCTCCATCTGACTGTCAAT 

CSF2 TCCTGAACCTGAGTAGAGACAC TGCTGCTTGTAGTGGCTGG 

CXCL1 AGGGAATTCACCCCAAGAAC TGTTCAGCATCTTTTCGATGA 

CXCL9 CCAGTAGTGAGAAAGGGTCGC AGGGCTTGGGGCAAATTGTT 

CXCL10 GTGGCATTCAAGGAGTACCTC TGATGGCCTTCGATTCTGGATT 

CXCL11 GACGCTGTCTTTGCATAGGC GGATTTAGGCATCGTTGTCCTTT 

IGFBP3 AGAGCACAGATACCCAGAACT GGTGATTCAGTGTGTCTTCCATT 

IGFBP5 ACCTGAGATGAGACAGGAGTC GTAGAATCCTTTGCGGTCACAA 

IGFBP7 CGAGCAAGGTCCTTCCATAGT GGTGTCGGGATTCCGATGAC 

IL1A AGATGCCTGAGATACCCAAAACC CCAAGCACACCCAGTAGTCT 

IL1B TTCGACACATGGGATAACGAGG TTTTTGCTGTGAGTCCCGGAG 

IL6 ACTCACCTCTTCAGAACGAATTG CCATCTTTGGAAGGTTCAGGTTG 

IL7R CTCCAACCGGCAGCAATGTAT AGATGACCAACAGAGCGACAG 

IL8 ACTGAGAGTGATTGAGAGTGGAC AACCCTCTGCACCCAGTTTTC 

MMP1 AAAATTACACGCCAGATTTGCC GGTGTGACATTACTCCAGAGTTG 

MMP3 CGGTTCCGCCTGTCTCAAG CGCCAAAAGTGCCTGTCTT 

PLAT AGCGAGCCAAGGTGTTTCAA CTTCCCAGCAAATCCTTCGGG 

SERPINE1 AGTGGACTTTTCAGAGGTGGA GCCGTTGAAGTAGAGGGCATT 

SERPING1 CTGGCTGGGGATAGAGCCT GAGATAACTGTTGTTGCGACCT 

TIMP1 ACCACCTTATACCAGCGTTATGA GGTGTAGACGAACCGGATGTC 

TNSFR11B CACAAATTGCAGTGTCTTTGGTC TCTGCGTTTACTTTGGTGCCA 

TYRO3 CGGTAGAAGGTGTGCCATTTT CGATCTTCGTAGTTCCTCTCCAC 

VEGFA AGGGCAGAATCATCACGAAGT AGGGTCTCGATTGGATGGCA 

β-Actin CATGTACGTTGCTATCCAGGC CTCCTTAATGTACGCACGAT 
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Immunoblots 

Cells were lysed with a buffer containing 50 mM Tris-HCl, pH 7.4, 250 mM NaCl, 5 mM 

EDTA, 0.5% NP40, 2 mM PMSF, and protease inhibitors. Depending on the antibody used, forty 

to eighty micrograms of protein were resolved by SDS-PAGE and transferred to PVDF 

membranes. Membranes were incubated overnight with primary antibodies.  

The antibodies used for immunoblotting were MDM2 (Santa Cruz Biotechnology 

SMP14) 1:500, CDK4 (Santa Cruz Biotechnology C-22) 1:1000, PDLIM7 (Santa Cruz 

Biotechnology H-110) 1:2000, CDH18 (Abnova 6F7) 1:500, Tubulin (Santa Cruz Biotechnology 

C-11) 1:2000, and FLAG (Sigma M2) 1:1000. Loading and protein levels were quantified by 

densitometry analysis using ImageJ software. 

 

Immunoprecipitation 

Immunoprecipitation was performed by incubating 1 mg of protein lysate with 15 µL 

MDM2 SMP14 antibody or a mouse IgG control antibody overnight rotating at 4°C. Immune 

complexes were captured on 20 µL of protein G dynabeads (Thermo Fisher 1003D) by rotating 

for 20 minutes at room temperature and subsequently eluted with 20 µL of 2X sample buffer.  

In order to facilitate identification of PDLIM7 on an immunoblot after 

immunoprecipitation, cells were transduced with a lentivirus encoding GFP tagged PDLIM7 in an 

LT3 vector. Expression was induced by adding 10 µg/mL doxycycline to the media for two days 

before cells were harvested. 

 

Senescence Assays 

7 days after treatment with 1 µM PD0332991, unless otherwise noted, cells were plated 

in to chamber slides. Senescence-associated beta-galactosidase (SA-β-Gal) was assayed using the 

Senescence β-Galactosidase Staining Kit (Cell Signaling Technologies 9860) according to 

manufacturer’s instructions, and the cell number was measured by Hoechst staining. SA-β-Gal 
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levels below 20% are generally considered to be background due to the sensitivity of this assay to 

culture conditions affecting autophagy.  Senescence-associated heterochromatic foci (SAHF) and 

ATRX foci were assayed by fixing cells as described in the immunofluorescence methods 

section. ATRX foci were quantified as the number of nuclear foci per cell and SAHF were 

quantified as the percentage of cells with > 5 nuclear HP1γ foci per cell in the population. 

Clonogenic growth arrest was assayed by treating cells with 1 µM PD0332991 for 10 days and 

then trypsinizing and replating 10,000 cells in complete, drug free media. After 21 days cells 

were stained with crystal violet. The number of colonies was determined by counting individual 

colonies that were greater than 2 mm in size. 

 

Immunofluorescence 

Cells were plated in 4-well glass chamber slides (Lab-Tek). Cells were fixed for 15 

minutes with 4% paraformaldehyde, permeabilized for 5 minutes with 0.1% Triton-X100 v/v in 

phosphate buffered saline (PBS), incubated for 20 minutes with blocking buffer containing 0.5% 

v/v Tween-20 and 1% w/v bovine serum albumin in PBS, and incubated overnight with primary 

antibody diluted in blocking buffer. Dilutions for antibodies were as follows: HP1γ (EMD 

Millipore 05-690) 1:5000, ATRX (Santa Cruz Biotechnology sc-15408) 1:2000, pan-Cadherin 

(BD Biosciences 610181) 1:1000, and PDLIM7 (Santa Cruz Biotechnology sc-98370) 1:2000. 

Cells were washed three times with PBS then incubated for 1 hour at room temperature with 

fluorescent secondary antibodies Alexa Fluor Rabbit 488 (Thermo Fisher 11008) and Mouse 546 

(Thermo Fisher 11030) diluted at 1:500. Slides were counterstained with Hoechst for nuclear 

visualization. The Duolink Proximity Ligation Assay (Sigma DUO92101) was performed 

according to manufacturer’s instructions. 
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CRISPR/Cas9 

lentiCas9-Blast and lentiGuide-Puro were a gift from Feng Zhang (Addgene 52962 and 

52963). The following guide sequences targeting CDH18 were designed using Benchling 

software: CDH18 KO1, 5’- GCC TGA GTC TGG GCT TTC CG -3’; CDH18 KO2, 5’- CTA 

CCT ATG GAA ACA GCG CT -3’.  Guides were tested for successful genomic editing by the T7 

endonuclease mismatch assay as described previously [109]. Guides were transduced into 

LS8817 cells and selected in puromycin 1 µg/mL for 6 weeks. Clones that demonstrated efficient 

cutting were sequenced and tested for the loss of CDH18 protein as measured by immunoblot. 

Cells were maintained in culture for up to 8 weeks after sequencing while subsequent 

experiments were carried out. 

 

Immunohistochemistry 

  Formalin fixed paraffin embedded blocks were sectioned at 4 micron thickness. The 

histological status (well-differentiated or dedifferentiated) of patient samples was identified by 

hematoxylin and eosin by Dr. Cristina Antonescu. Immunohistochemistry detection with CDH18 

antibody on a parallel section was performed at the Molecular Cytology Core Facility of 

Memorial Sloan Kettering Cancer Center using the Discovery XT processor (Ventana Medical 

Systems). Tissue sections were blocked first for 30 minutes in Mouse Ig blocking reagent (Vector 

Labs MKB-2213) in PBS.  A mouse monoclonal antibody to CDH18 (Abnova H00001016-

M01) was used at a 3 mg/mL concentration and incubated for 4 hours, followed by 60 minute 

incubation with biotinylated anti-mouse IgG  (Vector Labs BMK-2225) at a 5.75 mg/mL 

concentration.  Blocker D, Streptavidin-HRP and DAB detection kit (Ventana Medical Systems 

760-124) were used according to the manufacturer instructions. Tumor cells were identified 

within the sample based on their nuclear morphology. Samples where greater than 80% of the 

tumor cells throughout contained cytoplasmic CDH18 staining were deemed positive.  

 



	
   29 

Patient Sample Usage 

The design and approvals of clinical trials with palbociclib have been previously 

described [55, 56]. Surgical resections were obtained under IRB 10-094.   

 

Statistical analysis 

For the cytological and immunoblot statistics, 2 tailed t-tests were performed using Prism 

software and p-values are reported. Data is presented as a mean of biological replicates with error 

bars derived from the standard deviation unless otherwise stated. Based on expected values of 

CDK4 inhibitor-induced senescence from our previous work and others [57, 71, 108] and post-

hoc calculations, all studies had sufficient sample sizes for an alpha level of 0.05 and a power of 

greater than 80%.  

Disease progression and death were the endpoints of the clinical study. Disease 

progression was defined as the time from the start of treatment to the occurrence of disease 

progression. Death was defined as the time from the start of treatment to either the occurrence of 

death due to any cause or the date of last follow-up. The clinicopathologic variables examined 

were CDH18 staining (positive vs. negative), treatment dosage level (125 mg vs. 200 mg), 

disease subtype (well-differentiated vs. dedifferentiated), and prior therapy (yes vs. no). The 

probabilities of progression and death were each estimated using the Kaplan-Meier method. The 

associations of these outcomes with the clinicopathologic variables were examined using the log-

rank test for categorical variables. P-values <0.05 were considered significant. All analyses were 

performed using R version 3.2.0 (cran.r-project.org). 

 

RNA sequencing 

RNA quality was checked on a BioAnalyzer to ensure a minimum RNA Integrity Value of 7. 

Libraries were generated using 500 ng of input RNA per sample according to the manufacturer’s 

instructions for TruSeq mRNA Library Prep Kit V2 (Illumina) with 8 cycles of PCR. Libraries 
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were pooled and run on an Illumina HiSeq 2500 high output to obtain 40 million paired-end 125 

nucleotide-length reads. The RNA-seq reads were aligned to the human reference sequence hg19 

with STAR software version_2.4.0c [110]. The raw counts were then subjected to the 

Bioconductor package DESeq2 to call for differential expression between the groups of samples. 

Protocol found below. All analyses were performed using R version 3.2.0 (cran.r-project.org).  

 
 

1. Construct a Count Matrix in Microsoft Excel with gene names (ENTREZ ID) in rows of Column 1 and time 
points or conditions in row 1 for each column. 

a. Save the file as a comma delineated file with a .csv extension and add a prefix of “CountMatrix” 
followed by a description of the experiment. 

b. Open the .csv file in a text editor such as Notepad. 
c. Delete the comma in front of the first column. 
d. Save the file. 

 
 

2. Construct a Sample Table in Microsoft Excel such that column 1 contains sample ID, column 2 contains the 
names of treatments or time points, and column 3 contains replicate ID (1, 2, 3 etc.). 

a. Cell A1 should be balnk, A2 should say “time” and A3 should say “replicate” 
b. Save the file as a comma delineated file with a .csv extension and add a prefix of “ColData” 

followed by a matching description of the experiment from Step 1A. 
c. Open the .csv file in a text editor such as Notepad. 

i. This will  
d. Delete the comma in front of the first column. 
e. Save the file. 

 
 

 
3. Modify the red text in the script of Step 5 to match the Count Matrix and Sample Table file names 

from Steps 1A and 2A.  
a. Alternatively, name files specifically CountMatrixYOURFILENAME.csv and 

ColDataYOURFILENAME.csv.  
 

4. Open R studio.  
a. Lines of scripts preceded by a “#”, shown below in green, are ignored by R and are used to explain 

the function of code, shown in blue. 
 
 

 

R3_Control R3_Doxy R3_Doxy-PD R3_Day03 R3_Day04 R3_Day05
ENSG00000156508 1070518 697916 659906 821307 918874 716510
ENSG00000135506 902206 827898 699026 1008181 953006 935224
ENSG00000115414 851660 347654 341395 679676 756732 1137693
ENSG00000169429 809421 2082516 1783769 292071 413795 24705
ENSG00000210082 787966 2069977 1482771 577240 566796 657897
ENSG00000198804 677385 138411 60263 827209 719795 1025131
ENSG00000120708 547096 250139 130566 441669 420713 813508
ENSG00000166598 506433 249201 333441 287124 290680 317917
ENSG00000150093 470467 286194 176903 391598 418130 487737
ENSG00000085662 450293 155169 123404 314374 266118 96011

time replicate
R3_Control Untreated R3
R3_Doxy Dox R3
R3_Doxy-PD DoxPD_00 R3
R3_Day03 DoxPD_03 R3
R3_Day04 DoxPD_04 R3
R3_Day05 DoxPD_05 R3
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5. Copy and paste the following script through the STOP point into the R console: 

# Process a SummarizedExperiment and output heatmap and PCA. 
# By Mary E. Klein, modified from https://www.bioconductor.org/help/workflows/rnaseqGene/. 
# Load packages required for data processing. 
source("http://bioconductor.org/workflows.R") 
workflowInstall("rnaseqGene") 
library("airway") 
library("DESeq2") 
 

 # Import data. NOTE: change “YOURFILENAME” to match corresponding file names. 
 

CountMatrix <- read.csv("CountMatrixYOURFILENAME.csv") 
SampleTable <- read.csv("ColDataYOURFILENAME.csv") 
 

 # Assign table information to a DESeqDataSet. 
 

colnames(CountMatrix) <- NULL 
 
ddsMat <- DESeqDataSetFromMatrix(countData = CountMatrix,colData = SampleTable,design = ~ time + 
replicate) 
 
dds <- ddsMat[ rowSums(counts(ddsMat)) > 1, ] 
 
# Stabilize variance across the mean by regularized-logarithm transformation. 
 
rld <- rlog(dds, blind=FALSE) 
 
# Determine parameters of the data and generate a scatter plot of the sequencing depth. 
 
par( mfrow = c( 1, 2 ) ) 
dds <- estimateSizeFactors(dds) 
plot(log2(counts(dds, normalized=TRUE)[,1:2] + 1),  pch=16, cex=0.3) 
plot(assay(rld)[,1:2], pch=16, cex=0.3) 
 
# Calculate Euclidean distances between samples. 
 
sampleDists <- dist( t( assay(rld) ) ) 
 
# Visualize distances between samples by heatmap. 
 
library("pheatmap") 
library("RColorBrewer") 
sampleDistMatrix <- as.matrix( sampleDists ) 
rownames(sampleDistMatrix) <- paste( rld$time, rld$replicate, sep="R" ) 
colnames(sampleDistMatrix) <- NULL 
colors <- colorRampPalette( rev(brewer.pal(9, "Blues")) )(255) 
pheatmap(sampleDistMatrix,clustering_distance_rows=sampleDists,clustering_distance_cols=sampleDists, 
col=colors) 
 
# Generate a Principle Component Analysis plot. 
 
plotPCA(rld, intgroup = c("time", "replicate")) 
(pcaData <- plotPCA(rld, intgroup = c( "time", "replicate"), returnData=TRUE)) 
percentVar <- round(100 * attr(pcaData, "percentVar")) 
 
library("ggplot2") 
ggplot(pcaData, aes(PC1, PC2, color=time, shape=replicate)) + geom_point(size=3) + 
  xlab(paste0("PC1: ",percentVar[1],"% variance")) + 



	
   32 

  ylab(paste0("PC2: ",percentVar[2],"% variance")) + 
  coord_fixed() 
 
# Begin a differential expression pipeline on raw counts. 
 
dds <- DESeq(dds) 

 
# -----------------STOP-----------------. 
 

6. After running the above script through the STOP after the differential expression DESeq(dds) calculation, the 
following script can be run iteratively to specifically compare two samples within a sample set. Change the 
values in red to match sample names defined in the Sample Table file generated at Step 2.  

 
# Output the log2 fold changes and p-values between specific treaments specified in “time” columns then 

output summary data of the comparison.  
# Note: Change values in red to match desired sample comparisons.   

 
res <- results(dds, contrast=c("time", "Untreated", "Dox")) 
summary(res) 

 
# Assign ENSEMBL Gene symbols to match the ENTREZID number of the RNA-seq data. 

 
library("genefilter") 
library("AnnotationDbi") 
library("org.Hs.eg.db") 
res$symbol <- mapIds(org.Hs.eg.db, 
                     keys=row.names(res), 
                     column="SYMBOL", 
                     keytype="ENSEMBL", 
                     multiVals="first") 
res$entrez <- mapIds(org.Hs.eg.db, 
                     keys=row.names(res), 
                     column="ENTREZID", 
                     keytype="ENSEMBL", 
                     multiVals="first") 
 
# Sort the table by adjusted p-values 
 
resOrdered <- res[order(res$padj),] 
 
resOrderedDF <- as.data.frame(resOrdered) 
 
# Output a results file named for the compared samples. 
 
write.csv(resOrderedDF, file="results_ Untreated _vs_ Dox.csv") 
 
# -----------------STOP-----------------. 
 

7. Specific log2() values comparing the two samples are stored in a .csv file as named in the last line of code. 
Change the values in red in Step 6 to the next samples to be compared then repeat Step 6.  
 

8. Repeat Steps 6 and 7 until all comparisons have been made.  
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Heatmap generation and gene set enrichment analysis 

Heatmaps were generated using gplots software and hierarchical cluster analysis was 

performed by R’s hclust function. Protocol found below. Gene set enrichment analysis was 

performed using publically available software from the Broad Institute [111, 112]. Pathways with 

a false discovery rate of <0.05 were considered significant. 

1. Construct a Matrix in Microsoft Excel with gene names of interest in rows of Column 1 and time points or 
conditions in row 1 for each column with the fold changes below. 

a. Save the file as a comma delineated file with a .csv extension 
b. Open the .csv file in a text editor such as Notepad. 
c. Delete the comma in front of the first column. 
d. Save the file. 

 
2. Open R studio.  

a. Lines of scripts preceded by a “#”, shown below in green, are ignored by R and are used to explain 
the function of code, shown in blue. 

 
3. Copy and paste the following script through the STOP point into the R console: 

# Load required packages 

 install.packages("gplots") 
library(gplots) 
 
# Load data and transform data into a matrix 

data <- read.csv(file = "YOURFILENAME.csv", header = TRUE, row.names = 1) 
data_matrix <- data.matrix(data) 

 
# Create the basic heatmap 

heatmap.2(as.matrix(data_matrix), col=redgreen(75), Rowv= TRUE, Colv=FALSE, scale="row", key=T, 
keysize=1.5,density.info="none", trace="none",cexCol=0.9, cexRow=.2) 
 
# Rowv/Colv asks if you want to cluster each variable. If yes=TRUE, if no=FALSE 
# Scale is the algorithm R uses to color the information. If you want it to select a middle point for each gene 
separately you use “row” 
# Key size controls how large the color key is 
# Trace is a graphical representation of the color intensity. You can have none, both, row, or column 
# cexCol/Row is the type face size 
# col is the colors you’re using. By telling it redgreen 75 you’re setting the colors red and green and 75 
shades to deliniate all the numerical changes. For all the R color options go to 
http://www.stat.columbia.edu/~tzheng/files/Rcolor.pdf 
 
myCol <- colorRampPalette(c("green", "white", "red")) 
 
# Replot your heatmap and save it 

 
heatmap.2(as.matrix(data_matrix), col = myCol, Rowv= TRUE, Colv=FALSE, scale="row", key=T, 
keysize=1.5,density.info="none", trace="none",cexCol=0.9, cexRow=.9) 
 
# -----------------STOP-----------------.
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CHAPTER 3: PDLIM7 AND CDH18 DEPENDENT REGULATION OF MDM2 IS A 

CLINICALLY RELEVANT MECHANISM OF ACTION FOR CDK4 INHIBITORS 

	
  

Introduction 

Well-differentiated and dedifferentiated liposarcoma 

 Well-differentiated and dedifferentiated liposarcomas (WD/DDLS) are characterized by 

an amplification of the 12q13-15 region, which includes both CDK4 and MDM2 [113]. Patients 

with amplification of MDM2, but not CDK4, tend to have better prognosis (<10% of patients) 

[114]. Clinical progression of disease occurs when well-differentiated tumors (WDLS) 

dedifferentiate into their more aggressive counterpart (DDLS); however, what drives this 

progression is often unclear. WD/DDLS is a relatively radio- and chemo-resistant disease, leaving 

few options for patient care besides surgical resection [115]. Indeed, the established benchmark 

of a successful single agent chemotherapy in WD/DDLS is one that exceeds a mere 12 week 

progression free survival in 40% of patients [116]. Although there is a low rate of metastasis, 

DDLS is a fast growing and aggressive disease with high rates of local recurrence, resulting in 

poor overall survival for this subtype of liposarcoma compared to other sarcomas [117].  

CDK4/6 inhibitors were examined as a possible treatment for WD/DDLS at Memorial 

Sloan Kettering. Two phase II clinical trials were completed using palbociclib (also known as 

PD0332991). In these trials, progression free survival (PFS) at 12 weeks was approximately 60% 

with a median PFS of 18 weeks [55, 56]. However, the range of patient response was broad. 

40.4% of patients progressed in ≤12 weeks, 37.1% of patients had stable disease for 12-36 weeks, 

and 22.5% of patients maintained stable disease for ≥36 weeks based on RECIST criteria. While 

these results are considered promising, it begs the question of why a third of patients do not 

respond and why a small number of patients have strong, durable responses. Therefore, we 

became interested in the ability of tumors to respond to CDK4/6 inhibition, what this response 

entails molecularly, and why some patients have no clinical benefit. 
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WD/DDLS cell lines undergo quiescence or senescence after CDK4 inhibition 

 Previous members of the lab obtained a panel of WD/DDLS cell lines that were derived 

from patients, but not from patients treated with CDK4/6 inhibitors. Each of these cell lines has 

amplifications of MDM2 and CDK4 along with a heterogeneous assortment of other copy number 

alterations. When these cells are treated with the CDK4/6 inhibitor PD0332991 for 7 days, a 

subset of the cell lines undergo quiescence and the others undergo senescence [57]. There is 

neither a change in apoptosis, nor a change in differentiation status after treatment. Similar results 

are observed with other treatments including the alternative CDK4/6 inhibitors ribociclib and 

abemaciclib, knockdown of CDK4 by shRNA, and constitutive expression of a non-

phosphorylatable variant of Rb. Collectively, this suggests that the decision to exit the cell cycle 

into a senescent or quiescent state is dependent on the action of CDK4 on Rb. 

 Quiescence is defined by an accumulation of cells in the G0/G1 phase, lowered BrdU 

incorporation, and reduced Rb phosphorylation. Furthermore, quiescent cells will return to the 

cell cycle when drug is removed. We refer to cell lines that will undergo quiescence as non-

responders. On the other hand, senescent cells also have lowered BrdU incorporation and reduced 

Rb phosphorylation, but they distinctly have an increased amount of senescence-associated beta-

galactosidase (SA-β-Gal), increased numbers of HP1γ foci (a marker of the formation of 

senescence-associated heterochromatic foci or SAHF), and an increase in the number of ATRX 

foci per cell nucleus [57, 108]. Furthermore, senescent cells undergo an irreversible cell cycle 

arrest and will not return to the cycle once the drug is removed. We refer to cell lines that undergo 

senescence as responders.  

 

Changes in MDM2 expression underlie the decision between quiescence and senescence  

 When comparing differences in cells that undergo quiescence from those that are 

senescent following CDK4/6 inhibition, it was noted that senescent cells have reduced levels of 

MDM2 protein whereas quiescent cells do not [57]. Enforced MDM2 expression prevents CDK4 
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inhibitor-induced senescence, and knocking down MDM2 in cycling cells is sufficient to induce 

senescence. This information suggests that reduced levels of MDM2 are causally linked to the 

outcome of CDK4/6 inhibition. Importantly, the causal link is not restricted to cell lines where 

MDM2 is amplified. Subsets of breast cancer, glioma, non-small cell lung cancer, and prostate 

cancer cell lines do not have amplification of MDM2 but can undergo either senescence or 

quiescence, and the cell fate outcome is often correlated with the change in MDM2 levels after 

CDK4 inhibition [57, 108] (Klein, unpublished data).  

 

Changes in MDM2 expression associate with WD/DDLS patient outcome 

Unfortunately, the ability to identify senescent cells in patient samples is hampered by the 

absence of senescence specific markers [79]. In a previous pilot study, we obtained seven pre- 

and post-treatment biopsies from the phase II clinical trials and analyzed MDM2 protein levels in 

these samples as a surrogate marker. Rb levels were reduced in post-treatment biopsies from all 

patients. MDM2 protein levels were reduced in four post-treatment samples from patients who 

performed well on trial (>24 weeks) and were unaffected or increased in three post-treatment 

samples from patients who performed poorly (<12 weeks) [57]. While this was a small study, it 

supports the possibility that senescence may be a clinically relevant mechanism of action. 

However, the response of MDM2 is assayed after treatment and cannot serve as a predictive 

biomarker. Thus, I set out to understand how regulation of MDM2 occurs in cells that undergo 

either CDK4 inhibitor-induced quiescence or senescence with the hypothesis that a more 

thorough understanding of this mechanism would reveal a pre-treatment indicator of patient 

response. 

 

Known regulators of MDM2  

	
   MDM2 is an oncogene whose overexpression can induce the transformation of cultured 

cells [118]. Structurally, it contains an N-terminal p53-binding domain, a central acidic domain 
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and zinc finger, and a C-terminal ring finger that is responsible for its E3-ligase activity [119-

122]. MDM2 has several substrates, a major one being p53 [119, 123]. MDM2 and p53 form a 

tight feedback loop, and likely because of the importance of maintaining appropriate p53 levels in 

the cell, MDM2 is itself tightly regulated [124].  

MDM2 has been shown to be regulated transcriptionally, post-transcriptionally, and post-

translationally [125, 126]. Two promoters control MDM2 expression: one is dependent on p53 

activity and one is p53 independent [127]. Additionally, there are several microRNAs that can 

target MDM2 transcripts and repress translation [126]. MDM2 protein activity and availability 

can further be controlled by nucleo-cytoplasmic shuttling [128]. There are also a large number of 

post-translational modifications that contribute to alterations in MDM2 activity and stability [125, 

129]. Finally, as an E3 ligase MDM2 can ubiquitinate not only other substrates but also can be 

regulated by auto-ubiquitination, or it can be trans-ubiquitinated by multiple E3 ligases (Figure 

3.1) [130-135]. The complex regulation of MDM2 allows for the integration of many signaling 

pathways, including DNA damage, oncogenic activation, and chronic stress.  

 

Results 

MDM2 turnover is increased in cells that undergo senescence 

 Previous work showed that while MDM2 RNA levels were repressed slightly after CDK4 

inhibition, this occurred in all cell lines whether they underwent senescence or quiescence after 

drug treatment [57]. On the other hand, I found MDM2 protein turnover was different in 

responder and non-responder cell lines after CDK4 inhibition. MDM2 protein turnover was 

accelerated after treatment with PD0332991 in the responder cell line LS8817 but not in the non-

responder cell line LS8107 (Figure 3.2). Additionally, MDM2 protein accumulated upon addition 

of the proteasome inhibitor MG132 in PD0332991-treated responder cell lines, suggesting that 

the loss of MDM2 was at least partially due to increased proteasome-dependent turnover (Figure 

3.3).  
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Figure 3.1. Known mechanisms that can affect MDM2 ubiquitin dependent turnover 
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Figure 3.2. PD0332991 induces accelerated MDM2 turnover in LS8817 cells 
LS8817 and LS8107 cells were treated with 1 µM PD0332991 (PD) for two days and then 
exposed to 75 µg/mL cyclohexamide (CHX) for the time (minutes) indicated. MDM2 and tubulin 
were measured by immunoblot. A representative image is shown below and the relative amounts 
were quantified from two independent experiments (mean + standard deviation) above.   
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Figure 3.3. MG132 causes accumulation of MDM2 protein in responder cells treated with 
PD0332991 
LS8817 and LS141 cells were treated with 1 µM  PD0332991 (PD) for two days and then treated 
with 10 µM MG132 for the time (hours) indicated. MDM2 protein levels were measured using 
immunoblot. Tubulin served as a loading control.  The relative amount (MDM2/tubulin) is 
quantified below each lane. 
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 To determine if auto- or trans-ubiquitination was required for MDM2 turnover after 

CDK4 inhibition, I transduced LS8817 cells with lentiviral vectors expressing FLAG-tagged 

MDM2 with either the wild-type MDM2 coding sequence (FMDM2WT) or a mutation in the E3 

ligase domain (FMDM2C464A). FMDM2C464A can be trans-ubiquitinated but cannot be auto-

ubiquitinated [130, 132]. FMDM2WT could be turned over after CDK4 inhibition, but 

FMDM2C464A was stable after PD0332991 treatment, leading to the conclusion that CDK4 

inhibitor-enhanced MDM2 turnover was dependent on auto-ubiquitination (Figure 3.4). 

 

HAUSP dissociates from MDM2 as cells exit the cell cycle 

 A major requirement of MDM2 auto-ubiquitination dependent turnover is the 

dissociation of the deubiquitinase HAUSP. Interaction of MDM2 with HAUSP inhibits turnover 

of MDM2 but allows its E3 ligase activity towards other substrates [136, 137]. Thus, I probed if 

an interaction of MDM2 and HAUSP was affected differently by CDK4 inhibition in responder 

and non-responder cells. I found that MDM2 and HAUSP associated in both cycling responder 

and cycling non-responder cells, and that this complex was dissociated in all cell lines treated 

with CDK4 inhibitors (Figure 3.5, A). Loss of binding to MDM2 is not due to a reduction in 

HAUSP protein after PD0332991 addition (Figure 3.5, B). Thus, a failure to dissociate HAUSP 

could not account for MDM2 stability in quiescent non-responder cells. 

To determine if the decreased interaction between MDM2 and HAUSP was sufficient to 

induce MDM2 protein loss and senescence, I obtained two independent shRNA hairpins against 

HAUSP. Knockdown of HAUSP alone in responder cell lines was sufficient to induce the 

accumulation of SA-β-Gal and SAHF positive cells, as well as reduce MDM2 protein levels 

(Figure 3.6). Interestingly, knockdown of HAUSP alone in non-responder cell lines was 

insufficient to induce the accumulation of senescence markers or drive the loss of MDM2 protein 

(Figure 3.6). This data led to the hypothesis that another factor was preventing MDM2 turnover 

in quiescent non-responder cells. 
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Figure 3.4. Mutating the E3 ligase domain of MDM2 prevents PD0332991 induced turnover 
LS8817 cells were transduced with a lentiviral vector containing either a FLAG-tagged MDM2 
that was wild-type or FLAG-tagged MDM2 that was mutated at the C464 residue 
(cysteineàalanine). After selection, cells were treated with 1 µM PD0332991 (PD) for two days 
and then exposed to 75 µg/mL cyclohexamide (CHX) for the time (minutes) indicated. MDM2 
and tubulin were measured by immunoblot. A representative image is shown below and the 
relative amounts were quantified from two independent experiments (mean + standard deviation) 
above.   
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Figure 3.5. HAUSP dissociates from MDM2 after treatment with PD0332991 
(A) LS8817, LS7785-10, and LS7785-1 cells were treated with 1 µM PD0332991 (PD) for 2 days 
and 5 µM MG132 was added for 2 hours prior to protein extraction. MDM2 was 
immunoprecipitated and HAUSP immunoblotted. IgG served as a control. (B) HAUSP protein 
levels were detected using immunoblot. Tubulin served as a loading control. The relative amount 
(HAUSP/tubulin) is quantified below each lane. 
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Figure 3.6. PDLIM7 knockdown allows PD0332991 to induce MDM2 down regulation and 
accumulation of SA-β-Gal in responder cell lines 
The responder cell lines LS8817 and LS141 and non-responder cell lines LS8107 and LS8313 
were transduced with two different HAUSP knockdown lentiviral vectors (H4057 or H845) or a 
non-specific vector (scr) and selected in puromycin for 10 days. (A) The number of cells staining 
for SA-β-Gal were quantified. The mean and standard deviation (n=2) is plotted. (B) HAUSP, 
MDM2, and p53 protein levels were measured using immunoblot. For comparison, the effect of 
an MDM2 knockdown lentiviral vector (M380) is shown. Tubulin served as a loading control. 
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PDLIM7 knockdown allows PD0332991 to induce senescence in non-responder cells  

 To gain insight into how MDM2 turnover was prevented in CDK4 inhibitor-induced 

quiescent cells, I carried out an shRNA knockdown screen in the non-responder cell line LS8107 

to individually reduce the expression of five gene products previously reported to regulate 

MDM2 ubiqutination [125] (Figure 3.7, A).  Of these, only shRNA targeting PDLIM7 enabled 

the accumulation of SA-β-Gal after addition of PD0332991 (Figure 3.7, B). Knockdown of 

PDLIM7 followed by addition of PD0332991 also promoted the accumulation of SA-β-Gal in 

another non-responder cell line, LS8313 (Figure 3.8). Enforced expression of his-biotin tagged 

PDLIM7, in which the coding nucleic acid sequence was silently mutated to prevent interaction 

with the shRNA, prevented this accumulation (Figure 3.8). 

To confirm that reducing PDLIM7 altered the outcome of PD0332991 induced cell cycle 

exit, I expanded my analysis to other markers of senescence. Seven days after the addition of 

PD0332991 to cell lines expressing one of two different shRNAs targeting PDLIM7, LS8107shP061 

or LS8107shP638, the accumulation of SA-β-Gal, HP1γ foci, and ATRX foci was increased 

compared to a cell line expressing a scrambled shRNA, LS8107scr (Figure 3.9). MDM2 levels 

decreased in LS8107shP061 and LS8107shP638 cells after PD0332991 treatment, but not in LS8107scr 

cells (Figure 3.10, A). Furthermore, reduced levels of MDM2 were associated with the 

accelerated turnover of MDM2 in LS8107shP638 cells (Figure 3.10, B). Thus, reducing PDLIM7 

expression alters the outcome of CDK4 inhibitor-induced cell cycle exit to senescence. 

 

Co-knockdown of PDLIM7 and HAUSP is sufficient to induce senescence in LS8107 cells 

 To test if the HAUSP and PDLIM7 mechanisms of MDM2 regulation cooperate to 

induce senescence, I first knocked down PDLIM7 in LS8107 cells. After selection, I transduced 

LS8107shP638 cells with a second vector encoding an shRNA targeting HAUSP and assayed 

senescence. Treatment with PD0332991, knockdown of PDLIM7 alone, or knockdown of 

HAUSP alone was not sufficient to induce an increase in SA-β-Gal or ATRX foci per cell.  
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Figure 3.7. shRNA knockdown screen targeting known regulators of MDM2 
The non-responder cell line LS8107 was transduced with lentiviruses expressing shRNA 
targeting either the indicated gene product or containing a non-specific sequence (scr), and 
selected in puromycin for five days. (A) Cells were harvested, RNA extracted, and RT-qPCR 
performed to measure mRNA expression of the individual targets and quantified relative to the 
expression level in the LS8107 cells transduced with the scr sequence. β-actin was used as a 
normalization control. The mean and standard deviation of three technical replicates is plotted. 
(B) Cells in panel A were treated with 1 µM  PD0332991 (PD) for seven days and the number of 
cells staining for SA-β-Gal quantified.  
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Figure 3.8. PDLIM7 knockdown allows PD0332991 to induce accumulation of SA-β-Gal in 
non-responder LS8313 cells and can be rescued by expression of a wobble mutant PDLIM7 
The non-responder cell line LS8313 was transduced with a PDLIM7 knockdown lentiviral vector 
(shP638) or a non-specific vector (scr). Cells were then transduced with a his-biotin tagged 
PDLIM7 wobble expression vector, wherein the sequence was mutated to prevent recognition by 
the shRNA without affecting coding sequence. After selection for 5 days, cells were treated with 
1 µM PD0332991 (PD) for 7 days and the number of cells staining for SA-β-Gal were quantified. 
The mean and standard deviation (n=2) is plotted. PDLIM7 protein levels were measured using 
immunoblot. Tubulin served as a loading control.  The mean relative amount (PDLIM7/tubulin) 
is quantified below each lane. 
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Figure 3.9. PDLIM7 knockdown allows PD0332991 to induce senescence in LS8107 cells 
LS8107 cells were transduced with two different PDLIM7 knockdown lentiviral vectors (shP061 
or shP638) or a non-specific vector (scr) and treated with 1 µM  PD0332991 for seven days. The 
number of cells staining for SA-β-Gal, HP1γ foci, and the number of ATRX foci per cell were 
quantified. The mean and standard deviation of four independent experiments is plotted. 
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Figure 3.10. PDLIM7 knockdown allows PD0332991 to induce MDM2 down-regulation in 
LS8107 cells 
(A) LS8107 cells were transduced with two different PDLIM7 knockdown lentiviral vectors 
(shP61 or shP638) or a non-specific vector (scr) and treated with 1 µM  PD0332991 (PD) for 
seven days. MDM2 and PDLIM7 protein levels were detected using immunoblot. Tubulin served 
as a loading control. Top, a representative image is shown. Bottom, expression was quantified 
using densitometry and the mean and standard deviation of four independent experiments is 
shown. (B) LS8107scr and LS8107shP638 cells were treated with 1 µM  PD0332991 (PD) for two 
days and then exposed to 75 µg/mL cyclohexamide (CHX) for the time (minutes) indicated. 
MDM2 and tubulin were measured by immunoblot. A representative image is shown below and 
the relative amounts were quantified from two independent experiments (mean + standard 
deviation) above.   
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However, co-knockdown of PDLIM7 and HAUSP was sufficient to induce senescence even in 

the absence of CDK4 inhibition (Figure 3.11). 

 

The association of PDLIM7 with MDM2 is cell line and condition dependent  

PDLIM7 is a PDZ and LIM domain containing protein that binds directly to MDM2 and 

inhibits its autoubiquitination, but does not block its E3 ligase activity [133]. To determine if 

PDLIM7 was physically associated with MDM2 differently in non-responder and responder cell 

lines, I transduced LS8107 and LS8817 cells with an N-terminally GFP-tagged PDLIM7 and 

immunoprecipitated MDM2. Tagging PDLIM7 facilitates its identification by immunoblot 

because the immunoglobulin heavy chain obscures the endogenous protein (Figure 3.12, A). An 

interaction was detected in cycling non-responder LS8107 cells, but not in cycling responder 

LS8817 cells (Figure 3.12, B). To ask if there was a condition where LS8817 cells have an 

interaction between PDLIM7 and MDM2, I subjected LS8817 cells to serum starvation, which 

induces cell cycle exit but does not cause a change in MDM2 protein or senescence markers [57, 

108]. An interaction was detected between PDLIM7 and MDM2 in serum-starved cells (Figure 

3.12, B). This suggests that the interaction of PDLIM7 with MDM2 is both cell line and culture 

condition dependent. 

 

The cytosolic distribution of PDLIM7 is cell line and condition dependent 

PDLIM7 was readily detectable in extracts from both LS8107 and LS8817 cells, and the 

amount was not differentially affected by treatment with PD0332991 (Figure 3.13, A). Therefore, 

I hypothesized that cellular localization of PDLIM7 might be associated with its ability to interact 

with MDM2. Immunofluorescence microscopy revealed that the localization of PDLIM7 was 

dynamically controlled. Focal depositions of cytosolic PDLIM7 were detected in cycling LS8817 

cells and in LS8817 cells that had undergone senescence following treatment with PD0332991, 

but not in either cycling or PD0332991 treated quiescent LS8107 cells (Figure 3.13, B). 
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Figure 3.11. PDLIM7 and HAUSP co-knockdown induces accumulation of SA-β-Gal in 
non-responder LS8107 cells 
LS8107 cells were transduced first with a PDLIM7 knockdown lentiviral vector (P638). After 
selection for 5 days with blastocidin they were transduced with a HAUSP knockdown lentiviral 
vector (H4057) and selected with puromycin for 5 days. Alternatively, cells were treated with 
PD0332991 (PD) for 7 days. (A) PDLIM7 and HAUSP protein levels were detected using 
immunoblot. Tubulin served as a loading control. (B) The number of cells staining for SA-β-Gal 
and the number of ATRX foci per cell were quantified. 
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Figure 3.12. The association of PDLIM7 and MDM2 is cell line and condition dependent 
LS8817 and LS8107 cells were transduced with a vector expressing N-terminally tagged GFP-
PDLIM7 and selected in puromycin. LS8817 cells were grown in serum-starved conditions with 
0.5% serum for 4 days. (A) MDM2 and PDLIM7 protein levels were detected using immunoblot. 
Tubulin served as a loading control. (B) MDM2 was immunoprecipitated and PDLIM7 
immunoblotted (n=3). IgG served as a control. Representative images are shown.  
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Figure 3.13. PDLIM7 is located in foci in LS8817 cells 
The responder cell line LS8817 and non-responder cell line LS8107 were treated with 1 µM 
PD0332991 (PD) for 7 days. (A) Cells were harvested for protein and MDM2 and PDLIM7 
protein levels were detected using immunoblot. Tubulin served as a loading control. 
Representative images are shown along with the mean expression value (PDLIM7/tubulin) 
quantified from four independent experiments below each lane. (B) Cells were fixed, 
permeabilized, incubated with antibodies against PDLIM7 and fluorescent secondary antibodies, 
and visualized by immunofluorescence (n=3).  
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 PDZ domain proteins associate with actin and cytoskeletal structures [138-140]. 

Therefore, I next asked if other structural elements in the cell might have a similar 

immunofluorescence staining pattern between the two cell lines. There was no focal staining 

detected with antibodies raised against actin, γ-tubulin, or vimentin in either LS8817 or LS8107 

cells. Cytoplasmic foci were detected in LS8817 but not LS8107 cells when incubated with a pan-

cadherin antibody (Figure 3.14). Additionally, similar cadherin foci were detected in other 

WD/DDLS, breast, glioma, and NSCLC cell lines that undergo CDK4 inhibitor-induced 

senescence, but not in a NSCLC cell line that undergoes quiescence (Figure 3.15). 

Immunofluorescence microscopy with antibodies raised against both PDLIM7 and 

cadherin showed that foci overlapped in cycling LS8817 cells (Figure 3.16, A). Neither PDLIM7 

nor cadherin foci were identified in cycling LS8107 cells or serum-starved LS8817 cells. The 

proximity ligation assay (PLA) can be utilized to confirm the localization of two antibody targets 

within 40 nanometers of each other [141]. I observed a positive PLA signal in LS8817 cells 

treated with both antibodies, but not in LS8107 cells treated with both antibodies (Figure 3.16, 

B). I did not observe PLA signal when LS8817 cells were treated with either antibody alone.  

 

PDLIM7 is associated with CDH18 in foci 

The surprising appearance of cadherin reactivity in the cytoplasm of a cell prompted me 

to investigate this further. The peptide immunogen used to generate the pan-cadherin antibody is 

found throughout the cadherin-C superfamily, which is the conserved cytoplasmic region found 

in cadherin super family I and II members (Figure 3.17, A) [142, 143]. Therefore, to identify the 

specific cadherin in these foci I knocked down several individual cadherin family members using 

at least two independent lentiviral shRNA vectors in LS8817 cells and screened for pan-cadherin 

foci by immunofluorescence microscopy. Only those shRNA targeting CDH18 consistently 

reduced the number of foci to less than five per cell and increased the number of cells with no 

foci to approximately 20% (Figure 3.17, B). 
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Figure 3.14. Immunofluorescence staining of cytoskeletal elements in LS8817 and LS8107 
cells  
LS8817 and LS8107 cells were fixed, permeabilized, and independently incubated with 
antibodies against PDLIM7, actin, γ-tubulin, vimentin and pan-cadherin. Slides were incubated 
with fluorescent secondary antibodies and visualized using immunofluorescence.   
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Figure 3.15. Immunofluorescence staining of pan-cadherin in a variety of cell lines 
The responder WD/DDLS cell lines LS141 and LS0082, glioma cell line SNB19, breast cancer 
cell line T47D, NSCLC cell line H1975 and non-responder NSCLC cell line H358 were fixed, 
permeabilized, and incubated with the pan-cadherin antibody. Slides were incubated with 
fluorescent secondary antibodies and visualized using immunofluorescence.   
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Figure 3.16. PDLIM7 is associated with pan-cadherin foci in a cell line and condition 
dependent manner 
(A) LS8817 and LS8107 cells were treated as shown. Cells were fixed, permeabilized, and 
incubated with antibodies against PDLIM7 and pan-cadherin. Slides were incubated with 
fluorescent secondary antibodies and visualized by co-immunofluorescence. (B) LS8817 and 
LS8107 cells were fixed and incubated with antibodies against PDLIM7 and pan-cadherin 
followed by antibodies designed for the Sigma Duolink proximity ligation assay. Signal was 
visualized by immunofluorescence (n=3). 
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Figure 3.17. Knocking down CDH18 can reduce the appearance of pan-cadherin foci in 
LS8817 cells 
(A) Schematic of a type I cadherin (CDH1) and a type II cadherin (CDH18). Homology to the 
pan-Cadherin peptide immunogen for BD Biosciences 610181 is shown. (B) LS8817 cells were 
transduced with independent short hairpins against the cadherin targets indicated and selected in 
puromycin for 5 days. The cells were fixed, permeabilized, and incubated with an antibody 
against pan-cadherin. The number of cells containing greater than 5 cadherin foci and 0 cadherin 
foci were quantified in at least five 20X fields for each knockdown (100-500 cells total).  
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However, none of the shRNA vectors were able to completely ablate cadherin focal 

staining. Thus, to test the effect of CDH18 loss on senescence and MDM2 regulation, I worked in 

collaboration with Scott Dooley and generated two different CDH18 mutant clones of LS8817 

cells using CRISPR/Cas9. These independent knockout cell lines, LS8817CDH18KO1 and 

LS8817CDH18KO2, harbor variants in CDH18 exons one and five, respectively. Sanger sequencing 

confirmed the presence of insertions and deletions that lead to predicted frameshifts (Figure 3.18, 

A). CDH18 protein level was reduced in both clones compared to parental cells (Figure 3.18, B).  

I next probed the relationship of the PDLIM7 and CDH18 foci. Pan-cadherin staining 

was unaffected in the PDLIM7 deficient LS8817shP638 cells, but PDLIM7 foci were lost in the 

LS8817shP638, LS8817CDH18KO1, and LS8817CDH18KO2 cells (Figure 3.19, A, B). Further validating 

that PDLIM7 is interacting with CDH18 in foci, I detected positive PLA signals using CDH18 

and PDLIM7 specific antibodies in LS8817 cells, but not in LS8107 cells, LS8817CDH18KO1 cells, 

or LS8817shP638 cells (Figure 3.19, C). 

	
  

Knockout of CDH18 prevents PD0332991 induced MDM2 turnover and senescence 

I next asked if CDH18 contributed to CDK4 inhibitor-induced senescence and MDM2 

turnover. I treated both LS8817 CDH18 knockout lines with PD0332991 and assayed a number 

of senescence markers seven days later. These lines were significantly impaired in their ability to 

undergo CDK4 inhibitor-induced accumulation of SA-β-Gal and HP1γ foci (Figure 3.20, A). 

Furthermore, the LS8817CDH18KO1 and LS8817CDH18KO2 cells re-entered the cell cycle following 

removal of PD0332991 (Figure 3.20, B). MDM2 levels were not reduced in LS8817CDH18KO2 cells 

following treatment with PD0332991 (Figure 3.21, A), nor was the turnover of MDM2 

accelerated to the same extent as seen in parental LS8817 cells (Figure 3.21, B). Collectively, 

this suggests that a CDH18 containing complex sequesters PDLIM7 allowing for more rapid 

turnover of MDM2 and cellular senescence following CDK4 inhibition. 
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Figure 3.18. Generation of CDH18 knockout cell lines 
(A) LS8817 cells were transduced with a vector containing Cas9 and a vector containing a guide 
RNA against CDH18 (KO1 and KO2). Targeting sequencings are shown. Cutting was confirmed 
by Sanger sequencing. (B) LS8817 cells transduced with the guide RNAs were harvested for 
protein. CDH18 protein levels were measured by immunoblot. Tubulin served as a loading 
control. 
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Figure 3.19. PDLIM7 is associated with CDH18 in foci in LS8817 cells  
(A) The responder cell line LS8817 was unmanipulated (control), transduced with a PDLIM7 
knockdown lentiviral vector (shP638), or a vector containing Cas9 and a vector containing a 
guide RNA against CDH18 (KO1 and KO2). PDLIM7 and pan-cadherin were visualized by co-
immunofluorescence. (B) The number of cells containing PDLIM7 and pan-cadherin foci were 
quantified (n=2). (C) Non-responder LS8107, responder LS8817, LS8817KO1, and LS8817shP638 
cells were fixed and incubated with antibodies against PDLIM7 and CDH18 followed by 
antibodies designed for the Sigma Duolink proximity ligation assay. Signal was visualized by 
immunofluorescence (n=2). 
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Figure 3.20. Knockout of CDH18 prevents CDK4 inhibitor-induced senescence in LS8817 
cells 
LS8817 cells and LS8817 cells transduced with the CDH18 knockout guide RNAs (KO1 and 
KO2) were treated with 1 µM PD0332991 for 7 days. The number of cells (mean + standard 
deviation) staining for SA-β-Gal and HP1γ foci were quantified (n=3). (B) LS8817, LS8817 
KO1, and LS8817 KO2 cells were treated with 1 µM PD0332991 for 10 days and then plated in 
drug free media and allowed to grow for 21 days to assess clonogenic growth. 
  

A B 



	
   63 

 
 
 
 
 
 
 
 

 
 
 
Figure 3.21. Knockout of CDH18 prevents CDK4 inhibitor-induced MDM2 turnover in 
LS8817 cells 
(A) MDM2 protein levels were detected using immunoblot on extracts from LS8817 and LS8817 
KO2 cells. Tubulin served as a loading control. Top, a representative image is shown. Bottom, 
expression was quantified using densitometry and the mean and standard deviation of three 
independent experiments is plotted. (B) LS8817 and LS8817 KO2 cells were treated with 1 µM 
PD0332991 (PD) for 4 days and treated with 75 µg/mL cyclohexamide (CHX) for the time 
(minutes) indicated. A representative image is shown below and the relative amounts were 
quantified from three independent experiments (mean + standard deviation) above.   
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CDH18 is expressed at higher levels in responder cells than non-responder cells 

To determine whether differences in CDH18 expression might explain the differential 

response of cells to CDK4 inhibition, I analyzed CDH18 protein expression in a number of cell 

lines. CDH18 protein was readily detected in LS8817, LS141, and LS0082 cells, and in the non-

small cell lung cancer cell line H1975, all of which senesce following CDK4 inhibition (Figure 

3.22). Expression of CDH18 was lower in LS8107 and LS8313 cells, and in the non-small cell 

lung cancer cell line H358, all of which fail to senesce following CDK4 inhibition. All cells 

expressed PDLIM7, MDM2, and CDK4, albeit at variable levels.  

 

CDH18 expression correlates with extended progression free and overall survival in WD/DDLS 

patients treated with palbociclib 

Since the expression of CDH18 correlated with the outcome of CDK4/6 inhibition in 

cultured cells, I wondered if CDH18 expression might predict clinical benefit of palbociclib prior 

to therapy. To test this, I measured CDH18 expression by immunohistochemistry in 49 historical 

surgical specimens obtained from patients who enrolled in the phase II palbociclib clinical trials, 

and correlated findings with progression free (PFS) and overall survival (OS) data. 

Immunohistochemistry was carried out on formalin fixed paraffin embedded tissue 

sections obtained from surgical resections performed 100-2100 days prior to palbociclib therapy. 

Sections ranged from 200 mm2 to 600 mm2 in size (with an average of 377 mm2).  Twenty-eight 

of these patients received at least one prior systemic therapy sometime between resection surgery 

and treatment with palbociclib. The median number of therapies received was one (range from 

one to four). These treatments included gemcitabine, doxil, docetaxel, brivanib, irinotecan, or an 

MDM2 inhibitor, either alone or in various combinations. Two different dose schedules of 

palbociclib were used. Thirty-two patients received palbociclib at 125 mg daily for 21 days 

followed by a rest period of 7 days every 28 days, and seventeen received 200 mg daily for 14 

days with a rest period of 7 days every 21 days. 
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Figure 3.22. CDH18, PDLIM7, MDM2 and CDK4 protein expression levels  
Proteins were extracted from asynchronously growing responder WD/DDLS cell lines LS8817, 
LS141, and LS0082 and the NSCLC cell line H1975 and the non-responder WD/DDLS cell lines 
LS8107 and LS8313 and the NSCLC cell line H358. Expression levels of the indicated proteins 
were determined by immunoblot. Tubulin served as a loading control.  
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The specificity of the antibody used for immunohistochemistry was validated in 

LS8817CDH18KO cell lines. Blinded pathology review was carried out and reactivity described as 

positive or negative. Infiltrating inflammatory cells in negative samples served as a positive 

control for staining, while endothelial cells in blood vessels were a negative control in the 

positive samples (Figure 3.23). Tumors were called CDH18 positive if greater than 80% of the 

tumor cells in the sample stained positive in the cytoplasm. Five samples were censored from 

further analysis as positive and negative staining tumor cells were localized into specific domains. 

Such intratumoral heterogeneity makes the interpretation of expression difficult, but is consistent 

with the variation reported for genetic markers in liposarcoma [144]. One patient was censored 

from further analysis because control positive infiltrating inflammatory cells were not located on 

the slide. Information on the histology of the disease at the time of surgery, dose and scheduling 

of palbociclib, prior therapies, duration of survival after starting palbociclib, and CDH18 

reactivity for the remaining forty-three individual patients analyzed is shown in Figure 3.24.  

I plotted PFS (Figures 3.25, A) and OS (Figure 3.25, B) as a function of CDH18 

expression. Patients whose tumors had CDH18 expression had better outcomes than those who 

lacked CDH18 expression (PFS, p=0.005; OS, p=0.0007). Neither whether patients received 

therapies between the time of surgery and enrollment on trial nor dosage schedule of palbociclib 

had a significant affect on either PFS or OS (Figure 3.26).  However, we noted that all well-

differentiated tumors were CDH18 positive (Table 3.1). Since well-differentiated liposarcoma 

often has a better prognosis than dedifferentiated liposarcoma (Figure 3.26), we wanted to 

confirm that this did not skew our analysis. After excluding the well-differentiated samples and 

only analyzing the 29 dedifferentiated samples, we found there was still a statistically significant 

better outcome in dedifferentiated patients that were CDH18 positive (PFS, p=0.05; OS, p=0.006) 

(Figure 3.27). 

For all CDH18 positive patients, the median PFS was 17.9 weeks (95% confidence 

interval, 17 to 25.9 weeks), and the median OS was 42.4 months (95% confidence interval, 38.4  
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Figure 3.23. CDH18 detection by immunohistochemistry 
Patient tumor samples were obtained during surgery and formalin fixed and paraffin embedded. 
After antigen retrieval, immunohistochemistry was performed using a CDH18 specific antibody. 
Hematoxylin and eosin (H&E) was used as a counterstain. Samples were blinded during analysis. 
Representative images are shown from two patients with dedifferentiated histologies, a CDH18 
negative tumor (left) and a CDH18 positive tumor (right). Infiltrating inflammatory cells in 
negative samples served as a positive control for staining (arrow), while endothelial cells in blood 
vessels were a negative control in the positive samples (arrowhead). 
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 Figure 3.24. CDH18 expression and characteristics of the patient samples used in this study 
Red (dedifferentiated histology) and purple (well-differentiated histology) hued bars represent the 
time (days) from the most proximal surgical resection to the time the patient began palbociclib. 
Asterisks denote when patients received therapies between the time of surgical resection and 
before palbociclib treatment began. Orange hued bars represent the time (days) that the patient 
was on palbociclib before they progressed as defined in our previous papers [1, 2]. The dosage of 
palbociclib received is represented by the hue of the bar (light orange, 125 mg protocol; dark 
orange 200 mg protocol). CDH18 reactivity by immunohistochemistry is indicated to the right. 
Overall survival (OS) as of December 7, 2017 is indicated to the far right. 
  

CDH18&&
&IHC&

OS (days after !
starting!

palbociclib)!WDLS&DDLS&

200&mg& 125&mg&

Time&(surgery&to&palbociclib&Rx)&

Time&(on&palbociclib&Rx&to&progression)&

*"*"
*" *"

*" *" *" *"*"*"*"

*"*" *" *"
*"*" *"*" *"

*" *"*"
*"*"*"*" *"*"

*"
*" *"

*" *"

>613!
270!
872!
604!

1457!

668!
444!
663!
415!
626!
102!
185!
129!

>1931!
>1854!

421!
148!
1170!
2372!
320!
1106!
780!

1674!
1183!
1040!
190!
1171!
1694!
221!

1892!
>1945!
>1994!

810!
>985!
1169!
1065!
1402!

>1459!
>1428!
>2459!
>1700!
1171!
1291!

+!
-!
-!
-!
+!

+!
+!
-!
-!
-!
+!
-!
-!
+!
+!
-!
+!
+!
+!
+!
+!
+!
+!
+!
-!
+!
+!
-!
-!
+!
+!
+!
+!
+!
-!
+!
+!
+!
+!
+!
+!
+!
+!

80&160& 320& 640&F150&F450&F900&F1350&F1800&F2400&

DAYS&

Time (surgery to palbociclib) 

Time (palbociclib to progression) 



	
   69 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.25. CDH18 expression can stratify WD/DDLS patient response to palbociclib 
monotherapy  
(A) Progression free survival was plotted for patients with CDH18 positive and CDH18 negative 
tumor samples (p=0.005). (B) Overall survival was plotted for patients with CDH18 positive and 
CDH18 negative tumor samples (p=0.0007). 
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Figure 3.26. Other clinical factors do not stratify patient response to palbociclib 
monotherapy  
Progression free survival and overall survival was plotted for patients based on the characteristics 
shown. Histology of disease represents patients with WDLS or DDLS at the time palbociclib 
treatment began, not the histology at the time of surgical resection. 
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Table 3.1. Patient characteristics based on CDH18 status 

  
  

CDH18- CDH18+ Total

13 30 43

6 15 21

7 15 22

64 (41-83) 63 (35-81) 64 (35-83)

0 11 22 33

1 2 8 10

retroperitoneum 12 30 42

extremity 1 0 1

Well-differentiated 0 14 14

Dedifferentiated 13 16 29

0 6 12 18

1 7 13 20

2+ 0 5 5

125 mg 9 19 28

200 mg 4 11 15

Supplementary Table 2. Patient Characteristics based on CDH18 status

Characteristics

Number

Male

Female

Median Age (range), y

ECOG Score

Primary Site

Histology

Prior Systemic Treatment, No

Dosage schedule of palbociclib
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Figure 3.27. CDH18 expression can stratify DDLS patient response to palbociclib 
monotherapy  
(A) Progression free survival was plotted for dedifferentiated liposarcoma patients with CDH18 
positive and CDH18 negative tumor samples (p=0.05). (B) Overall survival was plotted for 
patients with CDH18 positive and CDH18 negative tumor samples (p=0.006). 
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months to non-estimable (NE)). For CDH18 negative patients the median PFS was 9.0 weeks 

(95% confidence interval, 6.1 weeks to NE) and OS was 19.8 months (95% confidence interval, 

8.9 months to NE). While the power of the analysis is modest because the sample size is small, it 

does strengthen the hypothesis that the differential regulation of MDM2 and senescence is a 

clinically relevant mechanism that underlies the efficacy of this class of drug. 

 

Discussion 

When one pathway isn’t enough: the context dependent regulation of MDM2 

 MDM2 (murine double minute 2) is an oncogene whose overexpression has been 

observed in a wide variety of human tumors [145]. Its structure contains an N-terminal p53-

binding domain, a central acidic domain and zinc finger, and a C-terminal ring finger domain that 

is responsible both for auto-ubiquitination and trans-ubiqutination of multiple substrates, the 

most major of which is p53 [126]. Likely because of MDM2’s ability to function as an oncogene 

and negatively regulate p53 (the ‘guardian of the genome’), MDM2 levels are tightly controlled. 

MDM2 can be regulated transcriptionally, post-transcriptionally, or post-translationally. While 

the majority of published studies have a singular focus on any one regulator of MDM2, it is likely 

that in any cell, multiple regulators are involved in fine-tuning MDM2 levels in response to 

stimuli. These must cooperate to synthesize external signals and modulate MDM2 signaling. 

MDM2 down-regulation is necessary for CDK4/6 inhibitor-induced senescence in a 

variety of cancer cell lines, and the loss of MDM2 is observed post-palbociclib treatment in 

patients with WD/DDLS who have prolonged periods of progression free survival [57]. Given 

that senescence is likely a more desirable outcome of cytostatic therapy, I set out to define the 

mechanism controlling MDM2 down-regulation in response to PD0332991 in cell lines. My 

ultimate goal was to identify if such regulators of MDM2 could serve as pre-treatment biomarkers 

of response to CDK4/6 inhibitors or be targeted in combination with CDK4/6 inhibitors to 

generate positive clinical outcomes. 
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 Here, I illuminated the molecular basis of differential MDM2 regulation in cells that 

undergo quiescence or senescence after CDK4 inhibitor treatment. Prior work in the Koff lab 

showed that MDM2 transcription is repressed after treatment with PD0332991, though this 

occurs uniformly in all cells and the mechanism is not yet understood. CDK4 inhibition also 

drives the dissociation of HAUSP in all cells, regardless of whether they will become quiescent or 

senescent. Knockdown of HAUSP in both responder and non-responder cells induces cell cycle 

exit, but it is only sufficient to induce senescence and MDM2 down-regulation in responder cell 

lines. 

As a deubiqutinase, HAUSP binds to MDM2 and removes ubiquitin from it, stabilizing 

MDM2 and allowing it to ubiquitinate other substrates [136, 137]. A number of regulators have 

been identified that can affect the HAUSP-MDM2 interaction including DAXX and RASSF1A 

[146, 147]. Neither DAXX nor RASSF1A expression changed in our cell lines after PD0332991 

treatment, and work by others in the lab has been inconclusive about the effect of DAXX 

knockdown on CDK4 inhibitor-induced senescence (Kovatcheva and Gleason, unpublished data). 

Interestingly, DAXX can interact with ATRX [148], and loss of ATRX prevents MDM2 turnover 

in response to CDK4 inhibition [57]. It is tempting to speculate that ATRX could be required for 

HAUSP dissociation, but future work remains to determine how ATRX is involved in MDM2 

down-regulation and if that mechanism includes the dissociation of HAUSP.  

 Since the dissociation of HAUSP was not sufficient to induce MDM2 turnover and 

senescence in all cell lines, I next asked what other factors could be blocking MDM2 turnover. 

After attempting to knock down five different genes whose proteins had been previously shown 

to inhibit MDM2 turnover [125], I showed that one, PDLIM7, is needed to stabilize MDM2 and 

prevent PD0332991 induced senescence. PDLIM7 was previously shown to inhibit MDM2 auto-

ubiquitination and allow MDM2 to ubiquitinate p53 [133]. However, there has been scant work 

done to follow up on this interaction. Perhaps this is because any studies on how PDLIM7 

associates with MDM2 would be difficult to perform if two contrasting cell lines (i.e. one where 
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it binds and one where it does not) were not available. Since PDLIM7 expression was ubiquitous 

in the cell lines in this study, localization was revealed as the key difference. Furthermore, there 

is clearly a growth condition component to the interaction between PDLIM7 and MDM2 since 

serum starvation can ablate PDLIM7 foci and induce an interaction with MDM2 that may not 

exist in cycling cells. Thus, studying this pathway has allowed me to uncover a context where 

PDLIM7 regulation of MDM2 plays a critical role. 

Importantly, the co-knockdown of PDLIM7 and HAUSP is able to induce senescence 

even in the absence of CDK4 inhibition. While this does not preclude the possibility that other 

regulators of MDM2 are also involved in turnover after CDK4 inhibition, especially given the 

incomplete knockdown of some of the regulators tested, it does suggest that HAUSP and 

PDLIM7 are two major players in the regulation of MDM2 in response to CDK4 inhibition and 

that these mechanisms cooperate to achieve MDM2 turnover.  

 

Beyond the plasma membrane: intracellular cadherin expression 

PDZ and LIM domain containing proteins have roles in many diverse processes including 

cytoskeletal organization, neuronal signaling, organ development, and oncogenesis [149]. In 

addition to the ability of these proteins to bind to actin, PDZ domains have been shown to interact 

with catenin and with cadherins that are lacking catenin-binding domains [150, 151]. Therefore, I 

endeavored to understand the composition of the focal complex containing PDLIM7 in responder 

cells. Given their well-described functions at the cell membrane, I was initially surprised to 

identify a focal cytoplasmic staining pattern when using an antibody that can recognize type I and 

II cadherins that co-localized with PDLIM7 [142, 143].  

The BD Biosciences ‘pan-cadherin’ antibody (catalog #610182) used in these studies is 

marketed as an E-cadherin specific antibody. However, in WD/DDLS cells, RNA-seq analysis 

revealed that E-cadherin is not expressed, shRNAs against E-cadherin had no affect on staining 

with this antibody, and other antibodies against E-cadherin did not have reactivity. It is worth 
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noting that other studies have also found differing results between this antibody and an antibody 

recognizing the extracellular domain of E-cadherin, and have identified perinuclear focal staining 

with this antibody that they attributed to E-cadherin [152, 153]. While many studies using this 

antibody are probably identifying E-cadherin specific effects, it is worth proceeding with caution 

when interpreting results generated with this antibody. 

My work has identified that the type II cadherin 18 (CDH18) can be attributed to the peri-

nuclear staining pattern of the pan-cadherin antibody. Knockout of CDH18 causes loss of 

PDLIM7 foci and blocks CDK4 inhibitor-induced MDM2 turnover and senescence. Furthermore, 

CDH18 protein expression correlates with whether a cell will undergo quiescence or senescence.  

Changes in expression levels of cadherins have been documented in carcinoma and can 

serve as a determinant of chemotherapeutic response [154, 155]. There have been multiple 

proposed mechanisms of how cadherins can promote invasion and metastasis, primarily through 

the epithelial to mesenchymal transition (EMT) [156]. However, I did not see altered levels of 

other markers that denote EMT in cells correlating with CDH18 expression. To my knowledge, 

my work on CDH18 is the first time an intracellular cadherin, not linked to EMT, can be 

associated with therapeutic outcome. 

CDH18 was initially identified in a screen for molecules that interact with β-catenin in 

the central nervous system [157]. However, limited work has been done to study the activity of 

CDH18 since. There is evidence that similar to other type I and II cadherins, CDH18 may have a 

role in oncogenesis. CDH18 is upregulated in MCF7 cells upon loss of p53, though the function 

of this change was not assessed [158]. Additionally, the genomic localization of CDH18 is on the 

short arm of chromosome 5, a region that is susceptible to loss of heterozygosity in carcinomas 

and contains a cluster of cadherins [159, 160]. It will be of future interest to determine if there are 

genomic changes in CDH18 that underlie response to CDK4 inhibition, or if differences in 

protein expression are driven by other transcriptional or post-transcriptional mechanisms.  
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Similarly, it will be important to understand what controls the localization of PDLIM7 

and CDH18. Is expression of CDH18 alone sufficient to induce this interaction? What domains of 

PDLIM7 are important for its localization? While we were only able to begin to look at where 

PDLIM7 and CDH18 are located in the cell, we have preliminary evidence that they are 

localizing to the lysosome. Thus, the staining pattern I identified could give insight into new 

cadherin biology beyond the plasma membrane. 

 

From bedside to bench and back again: SAGA is a clinically relevant mechanism 

Successful expansion of CDK4/6 inhibitor therapies will require biomarkers that are 

predictive of response and are applicable in a large number of diverse tumor types [161]. 

Although large-scale sequencing and gene expression studies carried out so far have failed to 

identify such markers [50], our data suggests that CDH18 and a deeper understanding of 

senescence regulation might determine if a patient’s tumor would be innately resistant or 

clinically sensitive to CDK4/6 inhibitors. 

In patients with WD/DDLS who received palbociclib, CDH18 is significantly associated 

with progression free and overall survival. Additionally, it is clear that those patients who are 

negative for CDH18 are more likely to do poorly. When we model the successful outcome as PFS 

greater than or equal to 24 weeks, the negative predictive value of CDH18 is 92.3%.  In contrast, 

the positive predictive value is just 33.3%. In line with this, the median PFS of patients who are 

CDH18 positive is comparable to the median PFS of the entire patient population, whereas the 

median PFS of CDH18 negative patients is cut in half. This suggests that while CDH18 

expression is unable to identify a population that will exclusively have durable responses, it may 

be able to exclude patients that will not respond. Thus, pre-treatment analysis of CDH18 may 

identify those patients who would benefit from clinical strategies aimed at augmenting the 

senescence pathway. 
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While tumor type can impact on the mechanism underlying response, we believe that a 

similar mechanism might operate in HR+ HER2- breast cancer patients. MDM2 down-regulation 

during CDK4 inhibitor-induced senescence is seen in cell lines derived from such breast cancers 

[57] and we have identified cadherin foci in cell lines derived from multiple tumor types. 

Furthermore, the two-fold increase in the median PFS in WD/DDLS between CDH18 positive 

and CDH18 negative populations is comparable in magnitude to the two-fold increase in the 

duration of response in HR+ HER2- breast cancer patients treated with letrozole and palbociclib 

[26]. Large-scale retrospective clinical studies in such a disease may ultimately determine 

whether CDH18 might be an important determinant of response.   

Regardless of whether CDH18 expression is predictive, it is worth noting that the 

association of CDH18 with extended PFS and OS for patients with WD/DDLS treated with 

palbociclib supports the hypothesis that the regulation of MDM2 and senescence is a clinically 

relevant mechanism of action for CDK4/6 inhibitors (Figure 3.28). As we discover more 

mechanisms that drive this pathway, perhaps other vulnerabilities will be identified that can 

further stratify patient response.  My work demonstrates the power that a bedside to bench to 

bedside approach can have, and illustrates how bringing a clinical observation into the laboratory 

can uncover a new biological mechanism with the potential to influence patient care. 
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Figure 3.28. Mechanisms underlying CDK4 inhibitor-induced quiescence and senescence 
In cycling cells, the transcription factor E2F drives expression of cyclin proteins associated with 
G1-S phase progression. After CDK4/6 inhibition, Rb inhibits E2F, causing cells to exit the cell 
cycle into quiescence or senescence. This decision is dependent upon the ability of ATRX to form 
nuclear foci and repress transcription of HRAS and the enhanced degradation of MDM2. 
Specifically, in quiescent cells, MDM2 is stabilized by an interaction with PDLIM7; however, in 
senescent cells, PDLIM7 is sequestered from MDM2 by an interaction with CDH18 which results 
in loss of MDM2 and drives senescence. 
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CHAPTER 4: CDK4 INHIBITORS DRIVE SENESCENCE AFTER GROWTH ARREST 

	
  

Introduction 

Quiescence vs. senescence 

In parallel to my work on MDM2 regulation, I became interested in the relationship 

between quiescence and senescence. Quiescent cells are generally characterized by an absence of 

phenotypes, and quiescence is often thought of as the default state induced in the absence of 

nutrients or mitogenic signals [162]. However, it is becoming clear that quiescence is an actively 

regulated program, both transcriptionally and epigenetically [74, 163-166]. Quiescent cells can be 

identified based on lack of proliferation, lowered RNA content, and the absence of markers of 

apoptosis, senescence, or differentiation [72]. Critically, once the inducing trigger is removed, or 

growth factor signaling is reactivated, quiescent cells can return to the cell cycle and proliferate. 

Conversely, senescent cells are impervious to growth factor signaling and will not return 

to the cell cycle, even once the inducing trigger is removed [167]. Similar to quiescent cells, 

senescent cells exit the cell cycle, often have an enlarged flattened morphology, remain 

metabolically active, and present no markers of apoptosis or differentiation. Uniquely, depending 

on the pathway into senescence and cell type, they can also have increased expression of p16 and 

p53, an increase in DNA damage foci and reactive oxygen species, accumulation of senescence-

associated beta-galactosidase (SA-β-Gal), changes in chromatin including the formation of 

senescence-associated heterochromatic foci (SAHF), an increase in the number of ATRX foci, 

and the release of a senescence-associated secretory program (SASP) [75, 98, 108, 168].  

It has been suggested that the decision between senescence and quiescence is dependent 

on the presence of growth factor signaling. For example, if p21 or p16 is overexpressed in the 

presence of growth factors, senescence will occur. But, if growth factors are removed, cells will 

instead quiesce. Mechanistically, the activity of mTOR, AKT, and/or FoxO3 may underlie this 

switch [169, 170]. In the case of CDK4 inhibition, the presence of serum is necessary for 
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senescence, as cells that are first serum starved and then treated with PD0332991 will not 

undergo senescence (Klein, unpublished data). This may be in part due to the serum dependent 

regulation of CDH18 and PDLIM7 localization as discussed in Chapter 3. However, the presence 

of serum is not sufficient for senescence, as many of the cell lines undergo quiescence after 

treatment with CDK4 inhibitors even when grown in complete serum. 

Regardless of what underlies the switch, the decision between quiescence and senescence 

is often depicted as an either/or decision where cells must choose to exit the cell cycle into either 

quiescence or senescence (Figure 4.1, A). In this model, cells must re-enter the mitotic cell cycle 

from quiescence before exiting into senescence [166, 171-174]. However, it is possible that after 

CDK4 inhibition, cells exit the cell cycle into quiescence and, if the environment is permissive, 

can then progress into senescence (Figure 4.1, B). Given the finding that HAUSP dissociation 

can induce all cells to exit into quiescence, but senescence only occurs if the environment is 

permissive for MDM2 down-regulation, I hypothesized that a sequential pathway exists where 

cells progress from quiescence into senescence. 

Prior work in the Koff lab demonstrated that knockdown of MDM2 in cycling non-

responder cells induces cell cycle exit and senescence. On the other hand, enforced expression of 

MDM2 prevents the ability of CDK4 inhibitors to induce senescence in responder cells, though 

the cells still exit the cell cycle after drug treatment. In this way, toggling the expression of 

MDM2 can switch the decision between quiescence and senescence. Importantly, MDM2 is not a 

cell cycle regulator per se, and its expression or loss does not prevent cells from exiting the cell 

cycle. Loss of MDM2 merely alters the type of exit a cell will undergo. Therefore, by studying 

CDK4 inhibitor-induced senescence, I had the opportunity to tease apart whether exiting into 

quiescence is a terminal cell fate or if cells can be induced to undergo progression into senescence 

after growth arrest is established. 
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Figure 4.1. Models of the relationship between senescence and quiescence.  
In the G1 phase, cells choose to either exit the cell cycle or commit to another round of genome 
duplication and division. Cells can exit the cell cycle into different states, and the choice between 
quiescence and senescence could be a branch point (A), or a sequence of decisions (B).  
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Results 

CDK4 inhibition drives senescence after growth arrest 

 To evaluate these different possible mechanisms, I took advantage of the knowledge that 

the non-responder cell line LS8107 undergoes CDK4 inhibitor-induced quiescence, but if MDM2 

is knocked down in cycling LS8107 cells they will undergo senescence. I first arrested LS8107 

cells in quiescence by treatment with PD0332991 for 2 days. I subsequently transduced these 

quiescent cells with a lentiviral vector encoding an shRNA targeting MDM2 and performed 

positive selection with puromycin for 8 days before assaying the effect on senescence markers. 

Knocking down MDM2 in quiescent cells induced similar levels of senescence markers to those 

obtained when MDM2 was knocked down in a cycling cell population (Figure 4.2). This 

suggests that quiescence can be converted into senescence by reducing MDM2, and that the 

decision of a cell to senesce in response to CDK4 inhibition follows the decision of cell cycle 

exit. We have termed this transition senescence after growth arrest or SAGA. 

 I next hypothesized that if I stably transduced responder cells with a tetracycline 

inducible (TetON) MDM2 expression vector, treatment with doxycycline and a CDK4 inhibitor 

would maintain MDM2 levels and arrest cells in quiescence. Subsequent removal of doxycycline 

would allow for loss of MDM2, freeing cells to progress into senescence. In collaboration with 

Scott Dooley, I designed a doxycycline-inducible FLAG-tagged MDM2 (FMDM2) construct and 

transduced the WD/DDLS responder cell line LS8817 (LS8817TetONFMDM2) (Figure 4.3, Figure 

4.4, A). In these cells, treatment with 10 µM doxycycline (dox) was sufficient to induce FMDM2 

expression at 48 hours (Figure 4.4, B). This expression remained stable when 0.1 µM 

PD0332991 (PD) was added in the presence of dox. After removal of dox, while still in the 

presence of PD, FMDM2 began to decrease after 72 hours (Figure 4.4, C).  

 To test the ability of LS8817TetONFMDM2 cells to remain in quiescence or undergo 

senescence, I treated first with 10 µM dox for 2 days and then 10 µM dox + 0.1 µM PD for 2 

additional days (Figure 4.5). At this time I either removed dox but maintained the cells in 0.1 µM  
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Figure 4.2. Knockdown of MDM2 drives senescence after growth arrest 
(A) LS8107 cells were treated with 1 µM PD0332991 (PD) for 10 days, transduced with a 
MDM2 knockdown lentiviral vector (shMDM2) and selected in puromycin for 8 days, or treated 
with 1 µM  PD0332991 for 2 days before being transduced with a MDM2 knockdown lentiviral 
vector and kept in 1 µM PD0332991 for a further 8 days. (B) MDM2 protein levels were 
measured by immunoblot. Tubulin served as a loading control. (C) The number of cells staining 
for SA-β-Gal and the number of ATRX foci per cell were quantified. 
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Figure 4.3. Plasmid map of TetON FLAG-MDM2 
FLAG-tagged MDM2 was cloned into the LT3 lentiviral vector backbone. Expression of FLAG-
MDM2 is driven by the TRE3G promoter in the presence of doxycycline. A selectable marker, 
puromycin, and the rtTA3 element are constitutively activated by a separate PGK promoter. 
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Figure 4.4. Expression of FLAG-MDM2 in LS8817TetONFMDM2 cells is controlled by 
doxycycline 
(A) LS8817 cells were transduced with the TetON FLAG-MDM2 construct and selected in 
puromycin for 7 days (LS8817TetONFMDM2). Cells were initially treated with 10 µM doxycycline 
(Dox) for 2 days followed by 10 µM doxycycline and 0.1 µM PD0332991 (PD) for a further two 
days. Cells were then maintained in only 0.1 µM PD0332991 until protein lysates were harvested 
at the times indicated. (B, C) FLAG protein levels were detected using immunoblot. Tubulin 
served as a loading control. Relative quantity was determined by densitometry and is presented 
below the image. 
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Figure 4.5. LS8817TetONFMDM2 cells can be induced to enter a stable quiescent or senescent 
state by PD0332991 
LS8817TetONFMDM2 cells were treated with 10 µM doxycycline (Dox) for 2 days. Cells were then 
treated with 10 µM doxycycline and 0.1 µM PD0332991 (PD) for a further two days. At this 
time, doxycycline was either removed from the cells and fresh media with only 0.1 µM 
PD0332991 was given for a further 6 days (PD –Dox) or doxycycline treatment was continued 
(PD/Dox). Alternatively, cells that were never treated with doxycycline were treated with 0.1 µM 
PD0332991 for 6 days (PD). The number of cells staining for BrdU (A), ATRX foci (B) and SA-
β-Gal (C), were quantified. 
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PD, or continued co-treatment with both drugs for a further 6 days. As a control, I treated cells 

that had never seen doxycycline with 0.1 µM PD for 8 days. I then assayed markers of growth 

arrest and senescence. Cells that were treated with both 10 µM dox and 0.1 µM PD (therefore 

were expressing FMDM2) lost BrdU accumulation but did not acquire SA-β-Gal or ATRX foci. 

However, removing dox (thus reducing expression of FMDM2) induced similar levels of 

senescence markers to those obtained when dox naïve cycling cells were treated with 0.1 µM PD.  

Similar results were also obtained when LS8817TetONFMDM2 cells were treated with 

abemaciclib, an alternative CDK4 inhibitor (Figure 4.6, A, B). Additionally, a responder NSCLC 

cell line H1975 transduced with the TetON-FMDM2 vector and treated with PD could also be 

held in quiescence or induced to progress into senescence by toggling the expression of FMDM2 

with doxycycline (Figure 4.6, C, D). This suggests that senescence after growth arrest is not 

dependent on cell type or specific to a single CDK4 inhibitor. 

 

LS8817TetONFMDM2 system allows for the separation of senescence phenotypes over time 

 I next wanted to determine the kinetics with which various markers of senescence arise. I 

treated LS8817TetONFMDM2 cells with 10 µM dox + 0.1 µM PD (DoxCDK4i) to induce arrest. After 

release from dox, I harvested cells daily for a week, followed by weekly for an additional three 

weeks, and measured ATRX foci, HP1γ foci, and SA-β-Gal (Figure 4.7). Remarkably, not only 

were the days each phenotype arose extremely reproducible, but also each marker increased from 

a minimum to a maximum level in a period of 24 hours. The sharp transitions in this system were 

an improvement over the asynchronous manner in which the senescence phenotypes arose if 

cycling cells were treated with PD (Figure 4.8).  

Interestingly, LS8817TetONFMDM2 cells were not irreversibly arrested at day 6 of the time 

course and could return to proliferation upon removal of CDK4 inhibitor, but by day 14 cells 

were irreversibly arrested and did not proliferate after removal of drug (Figure 4.9). Closer 

investigation revealed growth arrest was still reversible until at least day 12 (Figure 4.9).  
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Figure 4.6. The TetONFMDM2 system is not PD0332991 or cell line dependent 
(A) Quantification of the number of cells staining for HP1γ foci and (B) ATRX foci in 
LS8817TetONFMDM2 cells treated as described in Figure 4.3 except they were treated with 0.1 µM 
PD0332991 (PD) or 0.5 µM abemaciclib (Ab) for 14 days. (C) Quantification of the number of 
cells staining for SA-β-Gal and (D) ATRX foci in H1975TetONFMDM2 cells treated as described in 
Figure 4.3 using 0.1 µM PD0332991 for 6 days. 
  

A 

B 

LS8817TetONFMDM2 

LS8817TetONFMDM2 

0 

10 

20 

30 

40 

50 

60 

70 

80 

Control 10 Dox+Ab Dox-->Ab Dox+PD Dox-->PD 

H
P1

y 
fo

ci
 p

os
iti

ve
 (%

) 

0 

2 

4 

6 

8 

10 

12 

14 

16 

18 

20 

22 

Control 10 Dox+Ab Dox-->Ab Dox+PD Dox-->PD 

A
TR

X
 fo

ci
 p

er
 c

el
l 

Control 10 µM Dox 0.5 µM Ab/ 
10 µM Dox 

0.5 µM Ab 
-Dox 

0.1 µM PD/ 
10 µM Dox 

0.1 µM PD 
-Dox 

Control 10 µM Dox 0.5 µM Ab/ 
10 µM Dox 

0.5 µM Ab 
-Dox 

0.1 µM PD/ 
10 µM Dox 

0.1 µM PD 
-Dox 

C 

D 
H1975TetONFMDM2 

Control 0.1 µM PD 0.1 µM PD/ 
10 µM Dox 

0.1 µM PD 
-Dox 

0 

10 

20 

30 

40 

50 

60 

Control 10 Dox+Ab Dox-->Ab 

S
A

-β
-G

al
 p

os
iti

ve
 (%

) 

0 

2 

4 

6 

8 

10 

12 

14 

16 

Control 10 Dox+Ab Dox-->Ab 

A
TR

x 
fo

ci
 p

er
 c

el
l (

av
g)

 

Control 0.1 µM PD 0.1 µM PD/ 
10 µM Dox 

0.1 µM PD 
-Dox 

H1975TetONFMDM2 

0 

2 

4 

6 

8 

10 

12 

14 

16 

Control 10 Dox+Ab Dox-->Ab 

A
TR

X
 fo

ci
 p

er
 c

el
l (

av
g)

 

0 

2 

4 

6 

8 

10 

12 

14 

16 

Control 10 Dox+Ab Dox-->Ab 

A
TR

X
 fo

ci
 p

er
 c

el
l (

av
g)

 



	
   90 

 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7. LS8817TetONFMDM2 cells acquire hallmarks of senescence over time 
LS8817TetONFMDM2 cells were treated with 10 µM doxycycline (Dox) for 2 days. Cells were then 
treated with 10 µM doxycycline and 0.1 µM PD0332991 for a further two days (DoxCDK4i). 
Cells were then maintained in only 0.1 µM PD0332991 until times indicated. ATRX foci, HP1γ 
foci, and SA-β-Gal were quantified, n=6 biological replicates. 
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Figure 4.8. LS8817TetONFMDM2 system offers sharper resolution of the acquisition of 
senescence hallmarks  
LS8817TetONFMDM2 cells were treated with 10 µM doxycycline for 2 days. Cells were then treated 
with 10 µM doxycycline and 0.1 µM PD0332991 (CDK4i) for a further two days. Cells were then 
maintained in only 0.1 µM PD0332991 (synchronous). Alternatively, cycling LS8817 cells were 
treated with 0.1 µM PD0332991 (asynchronous). The number of cells staining for ATRX foci and 
SA-β-Gal were quantified and plotted as a function of time. 
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Figure 4.9. LS8817TetONFMDM2 cells become irreversibly arrested 14 days after doxycycline 
removal 
LS8817TetONFMDM2 cells were treated with 10 µM doxycycline (Dox) for 2 days. Cells were then 
treated with 10 µM doxycycline and 0.1 µM PD0332991 for a further two days (DoxCDK4i). 
Cells were then maintained in only 0.1 µM PD0332991 for the number of days indicated before 
being plated in drug free media and allowed to grow for 21 days to assess clonogenic growth by 
the crystal violet assay.  
 
  

DDLSTetFMDM2  
Dox 

DoxCDK4i D3 
D4 

D5 
D6 

D14 
D21 

D28 

D6 
D10 

D12 
D14 



	
   93 

Discussion 

SAGA separates cell cycle exit from entry into and deepening of senescence  

 Quiescence and senescence are often thought of as alternative consequences to cell cycle 

exit. However, CDK4 inhibitor-induced senescence gave me the opportunity to directly test 

whether these are independent fates or if cells can progress into senescence after growth arrest. 

By transducing responder cells with a doxycycline-inducible FMDM2 expression vector, cells 

could be induced to enter into a quiescent state by the addition of a CDK4 inhibitor and 

doxycline. Removal of doxycycline from growth arrested cells, still in the presence of a CDK4 

inhibitor, allowed them to progress into senescence and cytological markers of senescence could 

be profiled at specific points within the time course. I found that there is a linear relationship 

between senescence and growth arrest such that cells first exit the cell cycle and then progress 

into senescence.  

 Senescence itself is not a single endpoint, but rather is the culmination of a dynamic 

process where numerous phenotypes are acquired over time [75]. Work in the field suggests that 

further maturation of senescence can occur weeks to months after induction. For example, it has 

been seen that DNA damage foci become abundant as cells enter into senescence, but diminish as 

cells remain in culture over long periods of time [175]. A reduced histone content and increased 

expression of the long interspersed nuclear element retrotransposon L1 have also been observed 

in senescent fibroblasts weeks after they gained expression of SA-β-Gal [176, 177]. Attempts 

have been made to separate the triggering events, initiation, entry, and further deepening of 

senescence. However, to my knowledge there has been no system developed where uniform exit 

from the cell cycle and synchronous movement into senescence can be monitored. Since cell 

cycle exit is a pre-requisite to senescence and is a general feature of all senescent cells, it is often 

difficult to uncouple the roles of inducers such as p16, p21, and Rb in cell cycle exit from their 

roles in senescence induction. By identifying that CDK4 inhibitors induce senescence after 

growth arrest, I have been able to develop a system that separates cell cycle exit from senescence. 
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Furthermore, I found there is temporal separation between the onset of the senescence phenotypes 

ATRX foci (day 3), SA-β-Gal and HP1γ foci (day 5), and irreversible growth arrest (day 14) 

(Figure 4.10). 

 

Potential applications of the LS8817TetONFMDM2 system 

 Based on prior work in the Koff lab, it was not surprising to find ATRX foci occurring 

early in the path to senescence. ATRX is necessary for the induction of CDK4 inhibitor-induced 

senescence and, in an asynchronous system, increase in nuclear focal number from days 2 to 7 

post treatment.  Once senescence is induced, knockdown of ATRX does not affect the 

irreversibility of the arrest, expression of the SASP, or the accumulation of SA-β-Gal; however, it 

does cause a decrease in the number of HP1γ foci, suggesting it remains important for the 

maintenance of the SAHF [108]. This work left a number of open questions that could be 

addressed in the future using the LS8817TetONFMDM2 system. First, do the chromatin binding sites 

of ATRX change during the induction of senescence? Unlike in the asynchronous system, ATRX 

foci are approximately equal in number across the population from day 3 through day 28. 

However, it is possible that the genomic localization of these foci evolves over time, and 

identifying those changes through ChIP-seq could give unique insights into further functions of 

ATRX. Next, is there a point where MDM2 loss is no longer necessary for senescence 

maintenance similar to ATRX? The advantage of a tetracycline inducible system is MDM2 

expression could be restored at any point in the time course. Likely, once senescence is deeply 

enough induced, the re-expression of MDM2 will not be able to reverse senescence, especially 

once irreversible arrest is achieved, but it will be interesting to determine if there is such a point 

where cells can escape and/or which of the phenotypes MDM2 expression can specifically affect. 

 Finally, the finding that the absence of ATRX will block the induction of all downstream 

markers, but not reverse permanent growth arrest once it is induced, suggests that while the 

senescence markers may be temporally and functionally linked during senescence induction, there  
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Figure 4.10. Illustration of LS8817TetONFMDM2 system and phenotype acquisition over time 
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are likely multiple feedback pathways to maintain the senescent state later. It stands to reason that 

the pathway to senescence will require many successful steps, and the absence of one will prevent 

induction, but once reached redundancies ensure the cell will not escape the state.  

Importantly, a system where unique states can be separated and defined provides an 

opportunity to unravel what gene programs drive each state and what the necessity of one state is 

for the others. Furthermore, a synchronous system allows monitoring of senescence over time 

rather than just seeing a snapshot, and changes can be identified that happen early and resolve. 

Ultimately, by understanding the senescence after growth arrest pathway, we have the 

opportunity to answer questions about what programs are important for the induction versus the 

maintenance of the senescent state, and we will hopefully be able to thoroughly elucidate the 

nuances of senescence biology. 

	
  



	
   97 

CHAPTER 5: PROFILING THE TEMPORAL DYNAMICS OF GENE 

TRANSCRIPTION DURING CDK4 INHIBITOR-INDUCED SENESCENCE 

 

Introduction 

The tripartite phenotype defining senescence 

	
   Senescence is a stable form of cell cycle exit induced by various types of stress. In vitro, 

senescent cells can be identified using a collection of markers including, but not limited to, 

senescence-associated beta-galactosidase (SA-β-Gal), senescence-associated heterochromatic foci 

(SAHF), DNA damage foci, increased reactive oxygen species, altered nuclear structures, and 

increased p16 and p53 [178, 179]. However, none of these makers are specific to senescent cells 

and not all senescent cells exhibit all markers. Therefore, it is necessary to use multiple markers 

to define a senescent state [84]. Furthermore, the vast number of triggers that can induce 

senescence in different cell types introduces a high level of context dependence to the 

characterization of senescence. 

 Regardless, there is now consensus in the field that senescence can be defined by a core 

triad of three functional phenotypes. First, senescent cells are impervious to the re-addition of 

mitogenic signals and will remain stably growth arrested [83]. Next, senescent cells secrete a 

variety of cytokines, chemokines, and proteinases known as the senescence-associated secretory 

phenotype or SASP [180-182]. Finally, senescent cells have increased resistance to apoptosis [86, 

183]. However, it has remained unclear how these phenotypes are connected and what the 

dynamics of these phenotypes are in relation to one another. 

 

Challenges of profiling senescence  

Many studies have been performed to understand what changes are necessary for 

senescence and to identify senescence signatures. However, in these non-synchronous systems, 

comparisons have been limited to cycling cells vs. SA-β-Gal positive cells vs. ‘deep’ senescent 
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cells (weeks to months after induction). Therefore, knowledge gaps exist in the chronology of 

senescence establishment, the functional relevance of the traditional markers that occur ‘early’ in 

senescence, and the mechanism by which cells become irreversibly arrested.  

One way that has been proposed to close these gaps is single cell sequencing. With the 

advent of new technology, greater resolution of cellular transcription can be obtained and 

questions can be asked on a cell-by-cell basis. While single cell sequencing can remove 

population noise that can come from an asynchronous system, such analyses will still be limited 

by the lack of a known gene program that defines different cell states on the pathway to 

senescence. Since the majority of assays used to identify senescent cells are cytological and 

cannot be duplexed with RNA extraction, the profiles of each cell cannot be assigned based on 

the individual senescence characteristics such as status of ATRX, SA-β-Gal, SAHF, and 

irreversible growth arrest. One phenotype that can be compared to these expression profiles is the 

SASP since there is a transcriptional component to SASP regulation. However, single cell studies 

have shown marked variability in the expression of SASP genes between cells within an 

asynchronously-derived senescence population, suggesting that there may be more to understand 

about the expression of the SASP in different states of senescence [184]. 

 An alternative approach is to use a synchronous system where progression through 

senescence can be monitored in the population by both cytologic characterization and –omics 

profiling. Previously in senescence studies, this type of approach has been hampered by the lack 

of systems where cell cycle arrest can be separated from senescence induction. Instead, cells 

would begin to exit the cell cycle over a period of 24-48 hours as they reached the appropriate 

cell cycle phase, leading to gradual and overlapping acquisition of the senescence hallmarks. 

After discovering that CDK4 inhibitor-induced senescence could follow growth arrest and 

separate out the acquisition of senescence hallmarks (see Chapter 4), I set out to define genes and 

pathways along the SAGA transition. 
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Results 

Profiling transcriptional changes as cells progress into senescence 

 To evaluate what transcriptional changes were occurring as cells progress into 

senescence, I carried out genome wide RNA sequencing (RNA-seq). While there was variance 

throughout the dataset, principal component analysis revealed that serum starved and day 28 

(D28) senescent cells were the most dissimilar from the rest of the data points (Figure 5.1).  I 

then assessed differential gene expression by using R studio and DESeq2 [185]. Using a fold 

change cutoff of +/- 1.5 and a false discovery rate of 0.5%, I found that 1,780 genes were 

significantly changed at one or more time points across the time course compared to untreated 

cells (Figure 5.2). There were only 21 genes significantly changed between cycling untreated and 

cycling doxycycline treated cells, suggesting that the addition of this drug to cells did not cause 

substantial gene program changes. Hierarchical cluster analysis demonstrated that there was a 

temporal relationship between the time points we looked at (Figure 5.2). As cells were entering 

into senescence (D3/D4) they were most similar to quiescent cells (DoxCDK4i). Then, as cells 

were in an early senescent state (D5/D6) and progressing deeper into senescence (D14/D21) there 

was a branch with two distinct clusters. Finally, when cells were in a late senescent state (D28) 

they were the most dissimilar from any of these earlier programs. Interestingly, similar to the 

principle component plot, hierarchical cluster analysis showed that serum starved cells were 

much more similar to D28 senescent cells than quiescent DoxCDK4i cells. This calls into 

question whether a serum starvation condition should truly be used as a quiescent control when 

trying to identify genes that are changed in senescence. 

I next probed transcriptional changes as cells move into senescence. In an effort to 

exclude genes that are affected as cells exit the cell cycle and are not specific to senescence, I 

compared RNA expression in the time course to quiescent cells (DoxCDK4i). 596 genes were up-

regulated at one or more time points along the progression into senescence, and 223 genes were 

down-regulated. There were multiple gene expression patterns observed over the time course, 
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Figure 5.1. Principle component analysis of LS8817TetONFMDM2 cells across the time course 
Principle component analysis was performed with Bioconductor DESeq2 on RNA-seq data 
generated from LS8817TetONFMDM2 cells treated as illustrated in 4.10. Treatments are indicated by 
color and replicates are indicated by shape. 3 biological replicates were analyzed per treatment.  
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Figure 5.2. Hierarchical cluster analysis of gene expression changes across the time course 
DESeq2 analysis was performed comparing cycling LS8817TetONFMDM2 cells to each of the time 
points indicated and a fold change cutoff of +/- 1.5 and padj<0.005 was used to assess 
significance. 1,780 genes were changed at one or more points across the time course. The 
expression levels of those genes were used to generate a heatmap. 
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i.e. genes could increase/decrease and hold steady, increase/decrease continuously, or they could 

increase/decrease and then return to baseline (Figure 5.3). However, trends emerged when 

viewing the data globally. There was a large shift observed at day 5, which correlates with the 

onset of SA-β-Gal accumulation and HP1γ foci (early senescence). A further number of 

expression changes were acquired at day 14, which correlates with the onset of irreversible 

growth arrest. Finally, at day 28 (late senescence) those changes either increased in intensity or 

reverted back to an earlier state. Given these broad patterns, I considered if these changes could 

be classified by using gene set enrichment analysis and the molecular signature database [111, 

112] (Figure 5.4).  

 

Gene changes associated with entry into and early senescence 

I began by evaluating changes in gene expression that occur as cells down-regulate 

MDM2 and up-regulate ATRX foci. Only 13 genes changed significantly between DoxCDK4i 

and D3/4 as cells begin to enter into senescence. Interestingly, all of the significant genes 

identified were down-regulated at these time points, and many were transcription factors or 

transcriptional regulators. These gene changes may underlie broader alterations in the 

transcriptional landscape that occur as cells move through senescence.  

I next evaluated changes that occur coincident with the onset of SA-β-Gal and HP1γ foci, 

the state which we have termed early senescence. At day 5, genes involved in Gene Ontology 

(GO) processes related to cell cycle progression were activated (Figure 5.4, A). These genes are 

primarily associated with the G2-M phase including: CDCA5, AURKB, SKA1, and CDK1. By 

day 28, these genes were no longer significant (Figure 5.4, E). While it is somewhat paradoxical 

that G2-M cell cycle genes are enhanced while cells are undergoing a G0-G1 arrest, other studies 

profiling senescence have seen similar early upregulation [186, 187]. In my study, the finding of 

enhanced cell cycle programs may be in part due to the analysis pipeline, as these genes do  
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Figure 5.3. Heatmap of gene expression changes during the progression of senescence after 
growth arrest 
DESeq2 analysis was performed comparing growth arrested LS8817TetONFMDM2 cells (DoxCDK4i) 
to each of the time points indicated, and a fold change cutoff of +/- 1.5 and padj<0.005 was used to 
assess significance. 596 genes were increased (upper) and 223 genes were decreased (lower) at 
one or more points across the time course. 
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Figure 5.4. Gene ontology terms identified by gene set enrichment analysis across the time 
course 
Genes identified by DESeq2 with a fold change cutoff of +/- 1.5 and padj<0.005 at days 5, 14, or 
28 of the LS8817TetONFMDM2 time course were compared against the C5 Gene Ontology (GO) gene 
sets. The top seven GO terms are shown along with their false discovery rate.  
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remain repressed compared to cycling cells at all times across the time course despite being 

significantly increased compared to quiescent cells. 

Finally, I looked at processes that are repressed at day 5. Interestingly, while a variety of 

general signaling pathways emerged, GO terms related to cell death were also enriched (Figure 

5.4, B). Unlike the cell cycle genes, at day 28 genes involved in apoptosis were still strongly 

repressed, suggesting that an anti-apoptotic phenotype arise early in the path to senescence and 

remain important throughout (Figure 5.4, F).  

 

A senescence-associated secretory program arises coincident with irreversible growth arrest 

 One unique facet of my system is the ability to separate irreversible growth arrest from 

the occurrence of SA-β-Gal and HP1γ foci. Thus, I wanted to ask what gene changes occur as 

cells undergo irreversible growth arrest and enter into a deeper senescent state at day 14. At this 

time point, GO terms related to extracellular space, extracellular matrix, and response to abiotic 

stimulus were highly enriched (Figure 5.4, C). Similar terms were also found enriched at day 28 

(Figure 5.4, E). This type of profile is often indicative of SASP activation [188]. The SASP can 

have a multitude of functions for the cell including entry into senescence, maintenance of the 

senescence state, and immune cell recruitment. Unique factors can contribute to each of these 

roles. Additionally, while all senescent cells express a SASP, the factors that comprise the 

secretome is highly dependent on the inducer of senescence and context of the cell. Therefore, I 

explored if the GO terms identified were indicative of the expression of known SASP factors and 

determined what happens to the expression of the SASP throughout the time course. 

 In order to do this, I searched RNA-seq, microarrary, and secretome studies published in 

the literature and compiled a list of 151 genes implicated in the SASP [181, 188-195] (Table 5.1). 

Of the 829 genes that were identified here as significantly changed throughout the time course of 

senescence, 37 have been previously linked to the SASP (Figure 5.5, A). I next plotted the 

expression of these specific genes over the entire time course (Figure 5.5, B). Hierarchical cluster  
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Table 5.1. Genes implicated previously in the SASP 
  

ADIPOQ CCL8 FGF2 IL12A IL6ST PLAUR

AGRP CD55 FGF7 IL12B IL7 PTGES

ANG CD9 FGF9 IL13 IL7R SERPINE1

ANGPT2 CNTF FLT3LG IL13RA2 ITGA2 TGFB1

ANGPTL4 CPE GABRA2 IL15 ITPKA TGFB3

AREG CSF1 GDNF IL16 KITLG THPO

Axl CSF2 GEM IL17D LEP TIMP1

AXL CSF3 GMFG IL17RB LTA TIMP2

BDNF CX3CL1 HGF IL18BP MIF TIMP3

BMP4 CXCL1 ICAM1 IL1A MMP1 TIMP4

BMP6 CXCL10 ICAM3 IL1b MMP11 TNF

BTC CXCL11 IFNG IL1B MMP2 TNFRSF10C

CCL1 CXCL13 IGF1 IL1R1 MMP3 TNFRSF10D

CCL11 CXCL16 IGF1R IL1RL1 MST1 TNFRSF11B

CCL13 CXCL2 IGF2 IL1RN NFKB1 TNFRSF18

CCL17 CXCL5 IGF2R IL2 NFKBIE TNFRSF1A

CCL19 CXCL6 IGFBP1 IL20RB NR4A2 TNFRSF1B

CCL2 CXCL8 IGFBP2 IL27RA NTF3 TNFSF14

CCL20 CXCL9 IGFBP3 IL2RA OSM TNFSF18

CCL22 CXCR2 IGFBP4 IL3 PCNX1 TUBGCP2

CCL24 EGF IGFBP5 IL4 PDGFA TYRO3

CCL25 EGFR IGFBP6 IL4R PDGFB VEGFA

CCL26 FAM131A IGFBP7 IL5 PIGF VGF

CCL28 Fas IL10 IL6 PLAT WNT2

CCL7 FAS IL11 IL6R PLAU XCL1

151 Genes previously implicated in the SASP
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Figure 5.5. Hierarchical cluster analysis of SASP genes across the time course 
(A) The 819 total genes identified in figure 5.3 were compared to a literature SASP profile, and 
an overlap of 37 genes was identified. (B) The expression of only the 37 genes was isolated from 
the DESeq2 data and used to generate a more specific heat map with cluster analysis. 
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analysis revealed three distinct gene clusters, one of which arose at day 14 coincident with the 

onset of irreversible growth arrest, hereafter Cluster 1.  

Two major transcriptional pathways through which SASP genes are activated are 

GATA4-NFκB and C/EBPβ. Thus, I asked if these clusters could be classified not only 

temporally, but also based on gene regulation by specific transcription factors. I used 

TRANSFAC to find genes with common consensus binding sequences for these transcription 

factors within 4kb of their transcription start site, as well as Gene Set Enrichment Analysis to 

identify transcription factor targets that were enriched in these 37 genes in an unbiased manner. 

There were no obvious correlations between transcription factor binding sites present in the first 

hierarchical cluster and other clusters (Figure 5.6). Interestingly, BACH1 binding sites were only 

found in the second hierarchical cluster and ETS2 sites were found in the second and third. Both 

transcription factors have been implicated in oncogene-induced senescence and may be important 

for the activation of later SASP genes [196, 197]. 

Given that the expression of the SASP and irreversible growth arrest are both part of the 

triad of senescence, I focused on the relationship between the SASP genes that arose at day 14 

and irreversible growth arrest. To expand my studies to other mechanisms of senescence, I 

analyzed the genes in Cluster 1 in two previously published independent RNA-seq data sets from 

our lab: asynchronously growing LS8817 cells treated with 1 µM PD0332991 for 7 days and 

LS8817 cells treated with 100 nM doxorubicin for 7 days [108]. In addition, I performed RT-

qPCR using RNA from another responder liposarcoma cell line (LS141) treated with 1 µM 

PD0332991 for 7 days, and from the human fibroblast cell line WI38 treated with doxorubicin, 

irradiated, or grown to replicative senescence at passage 21. Three genes, IGFBP3, ANGPTL4, 

and IGFBP7, were consistently upregulated in all seven data sets and one gene, PLAT, was 

upregulated in all conditions except for replicative senescence  (Figure 5.7). 

 

 



	
   109 

	
  
	
  

	
  
 
 
Figure 5.6. TRANSFAC analysis of the 37 SASP genes 
The publically available TRANSFAC database was used to assess NFκB, GATA, and C/EBPβ 
transcription factor binding sites in the promoters of the 37 SASP genes identified in this study. 
Clusters 1, 2, and 3 were identified in the previous figure. Additional transcription factors were 
identified by gene set enrichment analysis for each cluster and binding sites were cross-
referenced to the other clusters. Grey shading indicates the presence of a transcription factor 
binding site.  
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Figure 5.7. Expression levels of 13 SASP genes from Cluster 1 in additional senescence data 
sets 
Expression of the 13 genes from Cluster 1 in Figure 5.6, which demonstrated an increase in 
expression at day 14 compared to early time points, were analyzed in additional senescence-
induction systems. Left, RNA-seq was used to analyze gene expression changes in 
LS8817TetONFMDM2 at day 14 from the time course. These genes were also assessed in previously 
published senescence data sets (Kovatcheva et al., 2017). Right, RT-qPCR in LS141 and WI38 
cells. WI38 are a human primary fibroblast cell line with 3 mechanisms to senescence: 
doxorubicin (therapy-induced), gamma-irradiation (DNA damage-induced), or after 21 passages 
(replication-induced). Doxo, doxorubicin; IR, γ-irradiation; PD, PD0332991. 
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Knockdown of ANGPTL4 blocks CDK4 inhibitor induced irreversible cell cycle exit 

I next designed an experiment to investigate the effect of knocking down these four genes 

on the induction of senescence (Figure 5.8, A) In short, cells were growth arrested by treating 

with doxycycline and 0.1 µM PD0332991, transduced with lentiviral vectors encoding short 

hairpin RNA, and selected in puromycin. Two independent short hairpin RNA lentiviral vectors 

were employed for each gene. After selection, doxycycline was removed from the cells and they 

were allowed to progress into senescence. At day 21, cells were harvested for RNA and 

senescence assays. 

 Knockdown of each gene was generally effective, with 3/4 of the genes having both 

hairpins that achieved greater than 70% reduction (Figure 5.8, B). None of the knockdowns had a 

significant affect on the formation of ATRX foci (Figure 5.8, C). The hairpin with more efficient 

knockdown of PLAT had a slight reduction in the accumulation of SA-β-Gal (Figure 5.8, D). 

Interestingly, knockdown of ANGPTL4 by both hairpins and IGFBP3 by one hairpin allowed the 

cells to reenter the cell cycle following removal of CDK4 inhibition as measured by BrdU 

incorporation over the next 48 hours (Figure 5.8, E). Of these, knockdown of ANGPTL4 was 

able to sustain cycling over the next 3 weeks and achieved colony formation after being plated at 

a low density in drug free media (Figure 5.8, F). Cumulatively, this suggests that knockdown of 

ANGPTL4 can block CDK4 inhibitor-induced irreversible growth arrest without affecting the 

induction of other earlier senescence hallmarks. 

 

Knockdown of ANGPTL4 suggests the presence of multiple, parallel SASP pathways 

 SASP factors are generally thought to function in four main areas: (1) they can reinforce 

the development of senescence in an autocrine manner, (2) they can drive senescence within 

surrounding cells through a paracrine mechanism, (3) they can have a pro-oncogenic effect on 

surrounding cells, or (4) they can drive infiltration of immune cells. One of the ways in which 

they cooperate to achieve such diverse tasks is through regulating the expression of other SASP  
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Figure 5.8 Evaluating senescence hallmarks after knockdown of conserved SASP  
(A) Illustration of LS8817TetONFMDM2 time course with shRNA knockdown by lentiviral vectors. 
Phenotypes were assessed at 21 days (3 weeks) post-doxycycline removal. (B) RT-qPCR for the 
genes as indicated following shRNA knockdown. Two shRNA sequences were tested for each 
gene. (C) Quantification of ATRX foci and (D) percent of cells positive for SA-β-Gal. (E) 
Quantification of BrdU incorporation following a 48 hour pulse in drug-free media. (F) 
Clonogenecity assay following 21 days in drug free media. 
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factors. For example, it has been shown that depletion of IL6 prevents the induction of oncogene 

induced senescence and elaboration of a further inflammatory network [181]. Even further 

upstream, IL1α can control the expression of IL6 [198]. Therefore I asked if knockdown of 

ANGPTL4 would prevent the elaboration of other cytokines. To accomplish this I selected a 

number of genes from each of the three clusters and used RT-qPCR to assess their expression in 

cells transduced with a scrambled shRNA control vector at day 21 post doxycycline removal and 

compared these to quiescent DoxCDK4i cells. I also compared this expression to cells infected 

with either shRNA against ANGPTL4. I only assessed the affect of knockdown on genes that 

were at minimum 5-fold increased in the control scramble cells at day 21 compared to 

quiescence. I found that approximately 60% of the genes tested were attenuated in the 

knockdown conditions, suggesting that ANGPTL4 is necessary for their expression (Figure 4.9, 

Upper). On the other hand, approximately 40% of the genes tested were still able to increase after 

doxycycline was removed to a similar level as the control (Figure 4.9, Lower). The distribution 

of ANGPTL4-connected genes was not correlated with what cluster they existed in or the 

presence of transcription factor binding sites at their promoters. This suggests that there are at 

least two parallel pathways that control the expression of SASP genes: one that requires 

expression of ANGPTL4 and one that does not.  

 

Discussion 

Transcriptional changes: an evolution over time 

The description of senescence as a tripartite phenotype, in which all senescent cells are 

irreversibly growth arrested, secrete a SASP program, and are resistant to apoptosis, allows for 

the senescent state to be defined functionally. However, knowledge of the molecular mechanisms 

that underlie these phenotypes, and the relationship between these and other markers of 

senescence, is still lacking. After developing a doxycycline-inducible system where I could  
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Figure 5.9 RT-qPCR of SASP genes after knockdown of ANGPTL4 reveals a bimodal 
response 
The expression levels of twelve SASP genes up-regulated by at least 5-fold over quiescent 
DoxCDK4i cells were evaluated in cDNA from LS8817TetONFMDM2 shANGPTL4 cells (see Figure 
5.8). Genes are shown whose expression was attenuated (Upper) or unaffected (Lower) following 
ANGPTL4 knockdown.  
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monitor the synchronous progression of cells into senescence, I wanted to understand what 

transcriptional changes occur as cells move through the SAGA pathway.  

Early during entry into senescence I found there is an upregulation of G2-M genes that is 

lost at late time points. It has been proposed that senescence occurs in response to a futile period 

of growth. In the case of mTOR signaling, senescence occurs when growth factor pathways 

remain active in the presence of signals that block cell proliferation. In this way, blocking the cell 

cycle (i.e. through induction of p21) in the presence of serum will cause senescence, but blocking 

the cell cycle in the absence of serum will lead to quiescence [199, 200]. Although CDK4 

inhibitor-induced senescence is not dependent on mTOR, I have similarly found that serum-

starving cells before adding CDK4 inhibitors will block senescence. This leads to the question of 

whether the up-regulation of these cell cycle genes is required for cells to progress into 

senescence and why they are repressed again once irreversible arrest is achieved and maintained. 

Another pattern I identified in my data are genes involved in death signaling pathways. 

Senescent cells are known to be resistant to apoptosis; however, it was surprising that genes 

involved in cell death were repressed as early as day 5, much earlier than the onset of 

irreversibility, and even further down-regulated later in senescence. Mechanisms of resistance to 

apoptosis are not well understood, though this phenotype is thought to be driven by a shift in the 

balance of pro- and anti-apoptotic proteins including increased BCL-2 and decreased BAX [183, 

201, 202]. Underlying these changes may be modifications in the epigenetic landscape, or it has 

been proposed that SASP factor signaling can crosstalk with the apoptosis pathway [188, 202, 

203]. It will be important in the future to ask if modulating the SASP genes identified in this 

study can impact on not only irreversible growth arrest, but also apoptosis resistance. 

	
  

The complex actions and regulation of the SASP  

While it is clear that there are many questions this system allows us to ask, I decided to 

focus on the relationship between the SASP and irreversible growth arrest. As with the context 
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dependence of the other markers of senescence, the specific combination of factors that comprise 

each SASP is thought to depend on the inducer and cell type undergoing senescence. SASP 

factors, including IGFBP3, IGFBP7, and CXCL2 have been previously linked to irreversible 

growth arrest [189, 204-208]. However, in these studies modulating these factors impacts the 

occurrence of all senescence phenotypes. Uniquely in my system, knockdown of ANGPTL4 only 

affects clonogenic growth arrest and not the other phenotypes that we have looked at. 

Knockdown of IGFBP3 only had a modest affect on irreversible growth arrest, and knockdown of 

IGFBP7 did not affect any senescence markers. Despite the prior publications, it is not surprising 

that we did not see large effects with IGFBP3 or IGFBP7 knockdown because it is clear that 

different SASP factors are required for senescence depending on the inducer of senescence. It 

remains to be seen if ANGPTL4 is required for senescence in other systems. 

Besides irreversible growth arrest, different components of the SASP are known to have 

varying, context dependent functions. In tumorigenesis, secretion of the SASP can promote the 

clearance of tumor cells by the immune system or activate a paracrine senescence program in 

adjacent cells [88-90, 209, 210]. On the other hand, senescent cells can stimulate the division of 

neighboring cells, both tumor and epithelial, generating a pro-inflammatory environment and 

promoting angiogenesis [75, 211]. The SASP has also been demonstrated to promote cellular 

reprogramming [212-215].  During development, senescent cells have been reported to be key for 

appropriate tissue architecture formation [77, 78]. During wound healing, senescent cells 

accumulate in the skin and are necessary for the restoration of tissue architecture [216, 217]. 

Specifically in this context, the temporal regulation of the SASP seems to be crucial as secretion 

of early SASP factors promotes wound closure and later they drive their own immune mediated 

clearance. Finally, inappropriate occurrence, or persistence, of senescent cells has the detrimental 

effect of disrupting tissue structures and creating a pro-inflammatory environment that can 

contribute to aging [168]. 
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Therefore, I wanted to ask what might explain how the three SASP clusters I identified 

are grouped temporally. First, they could be clustered by their functional similarity [188]; 

however, no differences in functional GO terms were immediately clear between the clusters. 

Transcriptionally, key pathways could regulate each class separately [180, 181, 189] or 

epigenetic changes could underlie their differential regulation [190, 218-221]. TRANSFAC 

sequence consensus analysis did not reveal clear differences in the three programs outside of 

BACH1 and ETS2 activity. It is worth noting that such an analysis would miss transcription 

factors that may have weak binding at core promoters but strong binding at upstream enhancer 

regions as has been shown for C/EBPβ and IL1A [222, 223]. In the future, techniques such as 

ATAC-seq, ChIP-seq, and methylation profiling may be able to garner insights into the regulation 

of the SASP genes, and it will be interesting to probe how the epigenetic landscape changes more 

generally as cells progress into senescence. 

Finally, the expression of the early SASP genes could be required for later activation of 

the other clusters [181, 189, 198, 209]. It does appear that there are at least two parallel SASP 

signaling pathways since knockdown of ANGPTL4 dampens the expression of some, but not all, 

SASP genes. Surprisingly, this is not seemingly related to the time at which the gene expression 

occurs. Future studies will be necessary to dissect the intricate relationship between these factors. 

 

Functions of ANGPTL4 

 Here, I demonstrated that ANGPTL4 is required for CDK4 inhibitor induced senescence 

in the liposarcoma cell line LS8817. To my knowledge, my study is the first time ANGPTL4 has 

been implicated in the onset of irreversible growth arrest. ANGPTL4 is a secreted factor whose 

expression has been seen to increase in a variety of senescent states including mesenchymal 

stromal cells undergoing replicative senescence, human endothelial cells with c-Myc knockdown, 

and oncogene-induced senescence in human fibroblasts [190, 224, 225]. I further showed that its 

expression was increased in cancer cells undergoing therapy-induced senescence, as well as 
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human fibroblasts undergoing replicative and DNA damage-induced senescence. Other SASP 

factors I tested were not as conserved between all systems, so it is possible that ANGPTL4 is 

important for irreversible growth arrest in other mechanisms of senescence, but that remains to be 

tested.  

Transcriptionally, ANGPTL4 can be regulated through a variety of mechanisms 

including being repressed by macroH2A1 or promoter methylation and activated by the 

glucocorticoid receptor or HIF-1α [190, 226-228]. Since ATRX is necessary for irreversible 

growth arrest and can act as a negative regulator of macroH2A localization, this is a particularly 

interesting mechanism to explore in the future and may be involved in how ATRX controls 

senescence, either by regulating the ANGPTL4 locus or others [108, 229]. However, this 

mechanism will likely not be sufficient as U2OS cells, which lack a functional ATRX and 

undergo quiescence in response to CDK4 inhibition, still up-regulate ANGPTL4 after treatment 

(Klein, unpublished data). This experiment suggests that while ANGPTL4 may be necessary for 

irreversible growth arrest, its expression may not be sufficient, and there are likely multiple 

pathways necessary to achieve a durable senescent state. 

ANGPTL4 has multiple functions attributed to it and the way in which ANGPTL4 could 

be contributing to the senescence state is multifold. First, ANGPTL4 has been shown to act as a 

negative regulator of apoptosis, so it could be conferring part of the anti-apoptotic phenotype of 

senescent cells [230, 231]. Next, ANGPTL4 has been implicated in a variety of metabolic 

pathways including glycolysis and lipid metabolism [232, 233]. Given that senescent cells have 

different energy requirements and are known to have altered metabolism, there could be crosstalk 

between the SASP and these pathways. Finally, there are conflicting reports on the ability of 

ANGPTL4 to induce tumor growth, angiogenesis, and metastasis [234-239], and these are all 

phenotypes that can also be consequences of the double-edged sword of SASP (see Chapter 6). 

One of the hypotheses behind the conflicting reports regarding the function of ANGPTL4 is the 

number of possible cleavage products of this protein. The N-terminus has been attributed to 
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metabolic functions whereas the C-terminus seems to be important for cancer promoting effects 

[240]. Furthermore, ANGPTL4 can be regulated post-translationally through glycosylation, 

oligomerization, and cleavage prior to secretion [233]. Uncovering which component of 

ANGPTL4 can contribute to its senescence promoting effects will help generate hypotheses about 

which function of this protein is important for senescence and what signaling pathways it can 

activate.   

 

Senescence: one state or many pathways? 

 It has been suggested that because there are so many triggers that induce senescence, the 

corresponding senescent states will always be different. This hypothesis is supported by work on 

the bookends of senescence. Clearly, the pathways that induce senescence are very diverse. 

Commonly, p16 and p53 are increased in senescent cells, but they are not required for many 

forms of therapy-induced senescence, including CDK4 inhibitor-induced, which is both p16 and 

p53 independent. On the other end, the markers of senescence are equally diverse. Even one of 

the triad of hallmarks, the elaboration of a SASP, has context dependent regulation to its 

components. However, it is still unclear whether there are similarities that exist between all 

senescent states in the black box between induction of and late senescence (Figure 5.10, A). 

 A similar problem faced the cell cycle community 30 years ago. Many growth factor 

signaling pathways can induce progression through the cell cycle, all of which are highly context 

and tissue dependent. However, it is now accepted that at the core, a small number of proteins are 

required for faithful progression through the mitotic cell cycle and numerous regulators support 

the activities of these proteins [241, 242]. Therefore, it stands to reason that a few core genes may 

be discovered in senescence.  

Perhaps one way to discover a core senescence program is to uncover what molecular 

mechanisms underpin the core trio of phenotypes. Research trying to find such regulators of the 

SASP has found two primary transcription factors, NFκB and C/EBPβ, so there is reason for 
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belief in such a strategy. By separating senescence progression from growth arrest and stratifying 

the phenotypes of senescence, the TetONFMDM2 system described here has the potential to 

identify more genes that could be exclusively involved in senescence. The Koff lab has shown 

that ATRX is required for the induction of senescence and so far ATRX foci formation has been 

seen in all senescent and no quiescent cells tested (Kovatcheva and Gleason, unpublished data). 

My work has nominated ANGPTL4 as another gene required to reach irreversible growth arrest. 

These likely act in parallel pathways as ANGPTL4 can be increased in the absence of ATRX and 

ATRX foci can form in the absence of ANGPTL4. There is also likely at least one more parallel 

SASP pathway since knockdown of ANGPTL4 is sufficient to block the induction of some, but 

not all SASP factors. This data supports the hypothesis that a number of effector pathways are 

necessary to enter into a deep senescent state (Figure 5.10, B). 

However, this still does not address the problem of defining a senescent state. If 

senescence at its core requires resistance to apoptosis, irreversible growth arrest, and elaboration 

of a SASP, then is a cell not senescent until all three requirements are met? Clearly in my system, 

canonical markers of senescence arise before many of these phenotypes. Additionally, once these 

three requirements are met (minimally so at day 14), the transcriptional landscape continues to 

evolve over the next 14 days. If this study were to extend for longer gene changes may continue, 

as there is no evidence to suggest that we have reached a plateau, or in fact that there is ever a 

plateau in senescent cells. Is it fair then to just call each of these cells ‘senescent’ when they are 

clearly each distinct in their transcriptional profiles? Here I have labeled my senescence states 

entry, early, deepening, and late but such labels would not translate to non-synchronous systems. 

Whether or not a core program of senescence is found, it is clear that the context dependence of 

senescence will always require explicit definition of how a cell was made senescent, how long it 

has been senescent, and what markers were used to define this state. While studies like the one 

performed here can begin to provide clarity about mechanisms of progression through 

senescence, they also demonstrate the complexity of how different ‘senescent’ cells can be. 
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Figure 5.10. Illustration of the pathways to senescence 
(A) There are diverse triggers and numerous phenotypes associated with the progression of a 
cycling cell into the senescent state, but a dearth of knowledge exists over the molecular 
mechanism that controls this transition. (B) Therapy induced senescence after growth arrest 
(SAGA) is beginning to shrink this black box by identifying pathways that are required for 
irreversible growth arrest and uncovering relationships between the hallmarks of senescence. 
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CHAPTER 6: DISCUSSION 

 

Throughout the 20th century there were great medical advances that expanded human 

longevity worldwide. However, now in the 21st century, we are faced with an increased ailing 

population that is susceptible to diseases of old age, including cancer. Public initiatives like 

Cancer Moonshot and Stand Up To Cancer have led to a renewed push to understand the 

molecular mechanisms that drive tumorigenesis and develop novel therapies.  

My thesis work has focused on understanding how cells respond to one relatively new 

class of drugs, CDK4/6 inhibitors. In clinical trials these inhibitors have shown great promise for 

the treatment of a variety of neoplasms, both as single agents and in combination with other 

therapies. However, a subset of patients do not respond to these inhibitors and, despite large-scale 

efforts, biomarkers that underlie response in vivo have escaped detection. Prior work in the Koff 

laboratory demonstrated that when cell lines derived from well-differentiated and dedifferentiated 

liposarcoma are treated with CDK4 inhibitors, some exit the cell cycle into senescence while 

others exit into quiescence. This decision is dependent on the down-regulation of MDM2.  

I have expanded on this finding by demonstrating that the response to CDK4 inhibitors is 

driven by senescence after growth arrest (SAGA). After treatment with CDK4 inhibitors cells exit 

the cell cycle into a reversible quiescent state and HAUSP dissociates from MDM2. Then, if the 

environment is permissive, MDM2 will be turned over and cells will progress into senescence. 

This turnover is able to occur if CDH18 is present in focal loci and interacting with PDLIM7. In 

the absence of CDH18, PDLIM7 can interact with MDM2 and prevent its turnover, leaving cells 

unable to progress into senescence. Furthermore, the expression of CDH18 is associated with 

extended progression free and overall survival in well-differentiated and dedifferentiated 

liposarcoma (WD/DDLS) patients treated with the CDK4 inhibitor palbociclib in a Phase II trial, 

suggesting that SAGA is a clinically relevant mechanism of action for CDK4 inhibitors. 
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To begin to understand what other molecular events occur during the pathway into 

senescence, I developed a system that could take advantage of SAGA. By modulating the 

expression of MDM2, I demonstrated that by forcing cells to accumulate in quiescence and then 

releasing them into senescence I could monitor the progression into senescence and observe cells 

accumulating known markers of senescence in a highly synchronous manner. Further, I was able 

to temporally separate these markers, giving an unprecedented opportunity to identify gene 

expression changes that may be important for the acquisition of individual senescence 

phenotypes, including a new link between the senescence-associated secretory program (SASP) 

and irreversible growth arrest. In this chapter, I will reflect on the consequences these findings 

may have in vivo and discuss the promise my data holds for understanding the broader biological 

significance of senescence after growth arrest.  

 

Senescence after growth arrest links MDM2 regulation to therapeutic outcomes in cancer 

Between senescence and quiescence, senescence is generally thought to be the preferred 

outcome of therapy. In part, this hypothesis came from studies on oncogene-induced senescence, 

where senescence is a barrier to unchecked proliferation and tumorigenesis [95, 243]. Certainly 

with a clinical treatment like palbociclib, where patients are cycled off the drug to give their 

immune system a chance to recover, it stands to reason that in the off period a cell that is merely 

quiescent could return to the cell cycle and proliferate, whereas a senescent cell would remain 

durably growth arrested. However, given the lack of markers for identifying senescent cells in 

vivo, it has never been formally tested if senescence is the clinically preferred outcome.  

The Koff lab has two lines of evidence to suggest that patients that can reach senescence 

will perform better when treated with palbociclib. First, in a pilot study of 7 patients who 

consented to pre- and post- treatment biopsies while on trial, MDM2 levels are down-regulated in 

patients who perform well and stable in patients who have limited clinical responses [57]. 

Secondly, my work on CDH18 suggests that expression of this protein correlates with patient 
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response to palbociclib and that modulation of CDH18 in vitro affects the outcome to CDK4 

inhibition, vis a vis quiescence or senescence (Klein et al, Oncogene in press).  

Currently studies are ongoing to determine if senescence is preferable to durable 

quiescence in a mouse model of lung cancer (Gleason, unpublished data). Additionally, a phase II 

clinical trial with abemaciclib is being conducted for WD/DDLS patients at Memorial Sloan 

Kettering. Excitingly, as a part of this trial, pre-treatment and on-treatment frozen and formalin-

fixed paraffin embedded biopsies are being collected for all patients. This is an excellent 

opportunity to test the importance of CDH18 in pre-treatment specimens. Furthermore, gene 

expression analyses can be performed on these samples and compared to existing data sets in the 

laboratory (both my time course study and others) to ask if there are changes in senescence 

programs that are associated with response. Since CDH18 has strong negative predictive value 

but a weak positive predictive value, it is likely that there are other requirements for response 

along the senescence pathway that will hopefully be unmasked as we continue to discover what 

changes underlie the senescence response in cell lines. Unlike palbociclib, abemaciclib is dosed 

continuously, so it will be interesting to determine if there is a similar stratification of patient 

response as is seen with palbociclib. If senescence can be associated with an improved outcome 

in these patients, it suggests that other facets of senescence besides irreversible arrest alone may 

contribute to the benefits of this state. 

One possibility is that the elaboration of the SASP also contributes to improved clinical 

outcomes. The SASP can sculpt immune response and induce the recruitment of immune cells 

that mediate tumor clearance or promote paracrine senescence [88, 209, 244]. This suggests that 

combining drugs that induce senescence with those that sculpt the immune system could improve 

cancer therapies. For example, treating PTEN-null tumors with docetaxel induces senescence but 

gives little overall benefit until a JAK2 inhibitor is added, which reprograms the SASP and 

triggers an antitumor immune response in vivo [245].  
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On the other hand, secretion of the SASP can create a pro-tumorigenic environment [182, 

211, 246-248] and induce cellular plasticity, allowing cancer cells that escape senescence to have 

a more aggressive, cancer stem cell-like identity [215, 249]. This has led to the SASP often being 

referred to as a double-edged sword. Ultimately the most effective approach may be to first 

induce senescence and then eliminate the persistent senescent cells. Evidence that BCL-2 

inhibitors can directly eliminate senescent cells [250, 251] suggests that combining this with other 

cancer therapies in a sequential manner might be useful. Preliminary data suggests that CDK4 

inhibitor-induced senescence is accompanied by increased metabolic flux through the glycolytic 

pathway, leading to senescent cells being uniquely vulnerable to killing by glycolysis pathway 

inhibitors (Klein unpublished data). Hopefully in the future, my time course data can be mined to 

find additional unique susceptibilities within the senescent cell.   

However, there are still a large percentage of patients that would not benefit from such 

therapies since they do not reach senescence with CDK4 inhibition alone. When I began studying 

the regulation of MDM2, I was hopeful that uncovering this pathway would lead to rational 

combination therapies that could improve treatments for patients. Unfortunately, the discovery of 

a number of understudied proteins like PDLIM7 and CDH18, while scientifically exciting, limits 

such options. Therefore, I turned my attention to what could be learned from the pathways 

downstream of MDM2. While the exact target of MDM2 in the senescence pathway is not yet 

discovered, MDM2’s function in suppressing senescence is dependent on its E3 ligase domain 

[57]. Thus, a strong and selective inhibitor of MDM2’s E3 ligase activity could potentially 

convert quiescence to senescence. Unfortunately, such MDM2 inhibitors that are currently 

available are weak at best and have struggled to reach the clinic [252, 253]. 

The discovery of senescence after growth arrest offers new hope for developing 

combination therapies. If quiescence and senescence were terminal fates, it would be difficult to 

combine CDK4/6 inhibitors with other drugs and improve response. On the other hand, since 

quiescence can be converted in to senescence, patients could hypothetically be treated first with a 
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CDK4/6 inhibitor to induce growth arrest and secondly with another inhibitor that pushes cells 

into senescence. To determine if data existed in my time course that could lead to rationale 

combination therapies, I analyzed what hallmark gene sets were being down-regulated to 

determine if there were signaling pathways that could perhaps be targeted to induce senescence. I 

found repression of a number of genes that can be up-regulated by mitogen activated kinase 

pathway (MAPK) components including HRAS, EGF, and KRAS. Prior work in the lab also 

implicated ATRX’s repression of HRAS as necessary for CDK4-inhibitor induced senescence 

[108]. Therefore, I obtained a number of drugs against the Ras pathway and its effectors 

including HRAS, MEK, PI3K, and AKT inhibitors. Preliminary data suggests inhibitors against 

both the farnesyltransferase of HRAS (tipifarnib) and MEK (trametenib) are able to push LS8107 

cells into senescence (Klein, unpublished data). This is not the first time MEK inhibitors have 

been seen to cooperate with CDK4 inhibitors and drive senescence [38]. It was initially surprising 

that tipifarnib had an effect on senescence, as this drug is generally ineffective as a single agent 

when treating cycling cells [254-256]. However, my findings support the hypothesis that the 

cooperation of CDK4/6 inhibitors and signaling pathway inhibitors may be affecting sequential 

decisions in the tumor cell. Therefore, inhibitors that have minimal effect in cycling tumor cells 

may have more of an impact in non-cycling CDK4/6 inhibitor treated cells. As we begin to 

understand more players on the SAGA pathway, hopefully we will identify other combinations 

that can improve patient outcomes.  

Finally, it is tempting to speculate that the mechanisms of response to CDK4/6 inhibitors 

discussed in this thesis are not completely separate: the ability of these drugs to drive tumor cells 

into senescence may drives changes in the immune response (perhaps through the SASP) and 

cellular metabolism, thus yielding a unified mechanistic cellular response that is initiated by the 

simple act of inhibiting CDK4/6 kinases in normal and tumor cells. 
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Quiescence is an actively inactive state 

 The discovery of SAGA has clear implications for the treatment of cancer, but also leads 

one to wonder if there are other biological contexts in which this pathway is important.  At any 

given time many of the cells in an organism are not proliferating and exist in a growth arrested 

state. Therefore, an understanding of the importance of this quiescent state could give insight into 

where SAGA plays a role. 

The proliferation capacity of cells can be generally classified into three categories: (1) 

differentiated cells that never divide again, (2) cells that regularly proliferate, and (3) cells that 

are generally quiescent but can resume proliferation upon appropriate stimulation [257]. For 

example, there are some differentiated cells, such as cardiac muscle cells, that are long lived and 

have no ability to proliferate [258]. If they are lost they cannot be regenerated. On the other 

extreme, there are cells that proliferate regularly such as stem cells that give rise to differentiated 

blood cells, skin epithelial cells, and the epithelial cells lining the gut [259-262]. Throughout the 

organism’s lifespan, these cells continually replenish cells that are lost and turned over [263]. 

However, even hematopoietic stem cells have a small population, 5-10% of cells, that divide at a 

much slower rate [264, 265] and similar ‘active’ and ‘dormant’ populations of stem cells can be 

labeled and identified in the gut and hair follicles [266]. Finally, many cells exist in a quiescent 

state where there is a tight balance between maintaining the capacity to proliferate and remaining 

appropriately arrested (Figure 6.1, homeostasis).  

Cells need to maintain the ability to re-enter the cell cycle so that proliferation can be 

appropriately induced upon a stimulus or injury (Figure 6.1, after injury). Memory B-cells can 

remain in quiescence for years waiting for an antigen stimulus that induces them to proliferate 

and mature [267]. After damage, skin fibroblasts, liver epithelial cells, vascular smooth muscle 

cells, and muscle satellite stem cells can all resume proliferation to repair the tissue [268-273]. 

However, cells also need to be able to re-exit the cell cycle at the appropriate time. If muscle 

satellite stem cells fail to return to quiescence, premature differentiation and stem cell pool  



	
   128 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
Figure 6.1. Possible physiological consequences of exiting quiescence 
Many cells exist in a quiescent state where there is a tight balance between maintaining the 
capacity to proliferate and remaining appropriately arrested. Cells need to be able to respond to 
appropriate cues and return to the cell cycle after injury, but inappropriate activation can lead to 
tumorigenesis. On the other hand, losing the capacity to return to the cell cycle and undergoing 
senescence can contribute to aging. 
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exhaustion occurs [274]. If B cells cannot enter into quiescence they will not accomplish 

variable-diversity-joining recombination, as RAG2 expression is required and restricted to the G0-

G1 phase of the cell cycle [275]. Finally, it has been suggested that the maintenance of stem cells 

in a ‘dormant’ state may contribute to their longevity, either by minimizing replicative stress or 

by down-regulating antigen presentation machinery allowing them to escape killing by T cell 

immunity [276, 277].  

The other consequence of not re-exiting the cell cycle is unchecked proliferation, one of 

the hallmarks of cancer (Figure 6.1, tumorigenesis). Interestingly, despite being highly 

proliferative, tumor cells can also maintain themselves in an advantageous growth arrested state. 

For example, disseminated tumor cells can exist in a dormant state for years before later giving 

rise to metastases [278]. This arrest can be driven by the absence of growth factor or adhesion 

signaling at the new tissue site and can allow tumor cells to survive and return to proliferation 

later while also garnering resistance to cytotoxic therapies [279]. Understanding how these cells 

maintain themselves in quiescence and return to the cell cycle may yield new clinical options to 

prevent later metastatic disease. The other alternative is to identify ways to push quiescent cells 

into senescence. By discovering and populating the SAGA pathway, we can hopefully nominate 

therapies that will employ this strategy, as discussed previously. 

Given the necessity to be able to return to the cell cycle, what happens if cells achieve 

cell cycle exit but lose their ability to respond to proliferation inducing signals? Reversibility is 

likely not an innate property of non-dividing cells. In yeast, glucose removal will initiate a G1 

arrest that is reversible as long as Xbp1 is present, but failure to repress Xbp1 targets will lead to 

senescence [280]. Similarly in mammalian fibroblasts, enforced cell cycle arrest in culture will 

initiate senescence unless HES1 is expressed, allowing growth arrest to remain reversible [281]. 

There are physiological consequences to such changes. In mice, muscle satellite stem cells have 

increases in p16 associated with age, which switches these cells from quiescence into an 

irreversible senescent state and prevents muscle regeneration [282]. Likewise, immunosenescence 
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leads to a diminished production of adaptive immune cells and a decrease in the functional 

capacity of these cells with age, though there are conflicting reports if p16-driven senescence 

specifically contributes to these declining phenotypes [283-287]. Therefore, failure to maintain 

quiescence may lead to a shift into senescence, and be associated with aging (Figure 6.1, aging). 

Such a pathway is modeled similarly to SAGA, so I wondered if SAGA could be implicated in 

aging. 

 

Exploiting senescence after growth arrest to combat age-associated pathologies 

Senescent cells have been found to accumulate in pathologies associated with age 

including glaucoma, diabetes, and osteoarthritis [288-290]. Likely the inability of senescent cells 

to return to the cell cycle and proliferate, coupled with the release of factors in the SASP that can 

increase local inflammation and create further tissue damage, can drive age associated 

pathologies [291, 292]. Formative work by Baker et al in 2011 demonstrated that continual 

clearance of p16 positive cells in a progeria transgenic mouse model delayed age-related 

pathologies in the adipose tissue, skeletal muscle, and eye [293]. This work has been further 

extrapolated to wild-type mice where clearance of senescent cells preserved the function of 

multiple organs including the kidney, heart, and fat [294]. 

 The finding that senescence can be causally linked to aging has led to the founding of 

multiple companies dedicated to finding mechanisms to kill or hinder senescent cells, collectively 

known as senotherapies. The ultimate goal of a successful senotherapy is to prevent disease and 

extend healthy lifespan. The three primary strategies being employed are: (1) identifying what 

makes a cell resistant to apoptosis and targeting those survival strategies, (2) developing therapies 

that interfere with SASP production or the inflammatory environment they promote, and (3) 

augmenting the immune system to enhance the clearance of senescent cells [291, 295, 296].  

However, so far strategies 1 and 2 seem to be hampered by a lack of specificity. Unlike 

senescence which can be induced through multiple triggers and have multiple pathways in, 
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apoptosis is a relatively linear effector pathway. While this makes it quite clear what pathways 

should be targeted to induce apoptosis, these pathways are very important in many cells. 

Therefore, one concern of a senolytic therapy, like a BCL-2 or p53 inhibitor is broad off-target 

affects by inducing apoptosis in unintended cells. Similarly, key signaling pathways that have 

been found to underlie the secretion of inflammatory cytokines, including NFκB and mTOR, are 

important for a multitude of functions within the cell. One future possibility is by understanding 

which specific SASP factors contribute to pathologies, more targeted therapies can be developed. 

Perhaps the greatest hope at this time comes from modulating the immune system. 

However, it is known that the immune system itself ages over time, giving rise to 

immunosenescence [297-299]. Unlike in a young organism, where the appropriate and 

inappropriate arousal of senescent cells can be balanced through immune clearance, this ability is 

lost as the organism ages. As more senescent cells are generated and fewer are cleared, the 

proportion of senescent cells increases (Figure 6.2). Finding therapeutics that successfully 

modulate the effect of the immune system will have to overcome both the dulled recognition of 

pathogens and the comprised ability to clear senescent cells. 

The identification of SAGA suggests that another strategy exists to correct this balance. 

While the appearance of some of these senescent cells is likely a consequence of replication or 

DNA damage stress, post-mitotic cells such as neurons can also become senescent. If we could 

slow the accumulation of senescent cells as we age, this will allow for an appropriate balance to 

be maintained even in the absence of a fully functional immune response (Figure 6.2). This 

approach is referred to as seno-suppression. 

How then can we exploit the knowledge that we have garnered by studying CDK4 

inhibitor induced senescence after growth arrest to combat aging? One approach is to take the 

gene changes I have found as cells progress into senescence and ask if they are also increased in 

aging (Gleason, unpublished data). Future work will hopefully illuminate whether the changes I 

have identified in therapy induced SAGA are conserved in other forms of senescence and aged  
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Figure 6.2. Countering the senescence burden by preventing SAGA 
In young organisms, the gradual appearance of senescent cells is countered by an active immune 
system. With time, decreased immune system function coupled with increases in the appearance 
of senescent cells may conspire to drive age related phenotypes. Using seno-suppressants to block 
senescence after growth arrest (SAGA) may slow the accumulation of senescent cells and delay 
pathologies associated with age. 
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tissues. Once it is clear what the overlap between these systems is we will have a better idea if 

there are signaling pathways or molecules we could strive to target. 

 We already know of one such molecule that appears highly conserved throughout all 

senescent states, the formation of ATRX foci. Importantly, ATRX foci occur early in the time 

course, suggesting if we could find therapeutics that halt ATRX foci formation we could halt 

many of the gene and phenotype changes that happen as cells progress into senescence, including 

irreversible growth arrest and the release of a SASP. Such a therapy could be given without 

concerns of killing healthy senescent cells and, without inducing apoptosis, tissue architecture 

will be preserved and there will not be off target inflammatory responses. Though much work 

remains to determine if SAGA is important for, and can be manipulated in, aging, such a strategy 

may delay the onset of aging by extending healthspan and preserving youthful tissue 

characteristics.  

Collectively, my work has demonstrated how molecular pathways identified in the lab 

can have broad affects physiologically. A beside to bench to bedside approach like the one I 

employed has great promise to improve cancer therapies and beyond. I eagerly anticipate the 

results of future work that will help determine if senescence after growth arrest can be exploited 

to treat a multitude of diseases. 
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